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GPT-4 visual input example, Ecole Polytechnique Exam Question:

User Answer question I.1.a. Think step-by-step.

L. Principe de la détection de rayonnement avec un bolométre

Comme illustré sur la figure 1 un bolometre est constitué d'un absorbeur qui regoit le rayon-
nement que 'on désire détecter. Sa température T, supposée uniforme, est mesurée & l'aide d'un
thermométre incorporé, constitué d'un matériau conducteur dont la résistance R(T) varic avec la

A 1 z % 1dR
température T'; cette variation est caractérisée par le cocficient o = 7,77, Liensemble posséde
Ia capacité thermique Cp
Un barreau, conducteur thermique, homogene, de longueur L, de section S et de conducti-
vité thermique A et sans échanges thermiques latéraux, relie le bolométre & un thermostat de

température T fixe

rayonnement incident  puissance B
\\ l / ,/mm.
-~

barreau
conducteur

courant de
polarisation

thermostat 6 2

Figure 1 - Schéma d'un bolométre

L.1. Dans cette premiére partie, on étudie le comportement du bolométre en régime station-
naire, & la température de fonctionnement T = Ty

I.1.a) Exprimer la température T(z) en tout point du barrean conducteur repéré par son
abscisse z; on prendra 7(0) = Ty et T(L) = T,

GPT-4 To answer question I.1.a, we need to express the temperature 7'(z) in every point
of the conductive bar, which is characterized by the abscissa x. We are given that
T(0)=T0and T'(L) = Tb.

For a stationary regime, the heat equation for the one-dimensional heat
conduction in the bar is:

d*T/dz? =

Integrating once, we get:
dT/ dx = Cl

Integrating a second time:
T(Z) =Ciz+Cy

To determine the constants C; and C,, we use the boundary conditions:
T'(0) = T0, which gives Cy = T0
T(L) = Tb, which gives C; = (Tb —T0)/L

Finally, the expression for T(z) is: The original figure comes from twitter.
T(z) = (Tb—T0) * (z/L)+T0

This represents a linear temperature profile along the conductive bar, with a slope

of (Tb —T0)/L.

Table 15. Example prompt demonstrating GPT-4’s visual input capability. The prompt consists of a
question which requires understanding a physics problem with a diagram written in French and solving
it using chain-of-thought prompting.

GPT-4 Technical Report (2023)
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How many World Cup championships has Messi won?

O Deep Learning for System II Processing, as

p ro po Sed by Yo S h ua Be ng io Lionel Messi has Not won any World Cup championships with the Argenjdha national team.
He has played in thre&World Cup tournaments (2006, 2010, and 2044), and his team finished

as runners-up in the 2014 WorTd~S

O Language models need sensory grounding

for meaning and understanding, as argued
by Yann Lecun Once upon a time, there was a boy and a girl who were about to finish high school and

embark on their university journey. They were both very excited but also nervous about

a story about a boy and a girl choosing their subjects for university

choosing their subjects for the next four years.

THINKING,
FAST.. SCOW

P .
DANIEL

had always enjoyed expressing hersel e wasn't quite sure what she

wanted to study yet, but knew it had to be something that allowed her to be imaginative and

KAHNEMAN

explore her artistic side. She attended university fairs, talked to art professors and alumni,

and looked at different universities' fine arts programs.
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O Symbol Grounding

O Common Sense: The Dark Matter of
Language and Intelligence

O Objective-Driven Al

Given a set of rules and facts, you have to

reason whether a statement is true or false.

Here are some facts and rules:

The bear likes the dog.
The cow is q

The cow likes the bear.
The cow needs the bear.
The dog needs the squirrel.
The dog sees the cow.

The squirrel needs the dog.

If someone is then they like the
squirrel.

If the bear is and the bear likes the

squirrel then the squirrel needs the bear.
If the cow needs the dog then the cow is

cold.

Does it imply that the statement "The cow
likes the squirrel." is True?

Given a set of rules and facts, you have

to reason whether a statement is true or
false.

Here are some facts and rules:

The ¢4 likes the ¢5.

The cl4 1s

The e14 likes the e4.

The ¢14 needs the 4.

The ¢5 needs the ¢26.

The e5 sees the e14.

The €26 needs the e5.

If someone is « ' then they like the €26.
If the ¢4 is © and the ¢4 likes the €26
then the €26 needs the e4.

If the ¢14 needs the ¢5 then the ¢14 is
el.

Does it imply that the statement "The
¢14 likes the €26." is True?

Brain in a Vat: On Missing Pieces Towards Artificial General Intelligence in Large Language Models (2023)
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 Introduction to KG Construction and Reasoning (Ningyu Zhang, 30 Min)
 Low-resource KG Construction and Reasoning (Shumin Deng, 40 Min)
 Multimodal KG Construction and Reasoning (Meng Wang, 40 Min)
 Uncertain KG Construction and Reasoning (Tianxing Wu, 40 Min)

1 Discussion on Main Issues & Opportunities (Ningyu Zhang, 30 Min)

O QA & Discussion
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B Knowledge representation is a surrogate for the essence of things

justice, fairness, cube

B Knowledge representation is an ontolog

[ J

(e
breast_color

breast_pattern

- head_pattern
(st ..
size p

Seabird ) -~ _

wing_shape

wmg_color

leg color
grey

forehead_color

grey
cd

ical commitment

Iron: knowledge represents differently for Physicists, Chemists, Recyclers

[dbr:Barbara_wienecke ] dbr:Grey-headed_albatross ]

dbc:Seabirds

bo:fiel
dct:subject woefield

/
dbr:Seabird

dbr:Black-winged petrel ]

dbr:White-bellied_storm_petrel ]

dbr:White-faced storm_petrel ]

il

hypernym

~ <  rdfs:seeAlso
dbo:abstract

| dbr:Pelagic_zone I '/

Seabirds are birds that are adapted to life within the
marine environment. Most species nest in colonies,
and feed both at the ocean's surface and belowit.
Seabirds can be highly pelagic, coastal, orin some
cases spend along time away from the sea. They
also have provided food to hunters, guided
fishermen to fishing stocks and led sailors to land.

dbr:Greater crested tern ]

dbr:Red-footed booby ]

dbr:Long-tailed jaeger ]

[1] From: What Is a Knowledge Representation?. In Al Magazine (1993)
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B “/In coming to understand the
world—in learning concepts,
acquiring language, and
grasping causal relations—
our minds make inferences ’,
that appear to go far beyond -

the data available” | &%
B Large Language Models Are ‘:T’;’ ‘ ‘ (f ;
NOT Abstract Reasoners L fﬁ =T e ElaliE ,,
L A = #Ki‘ w P :flﬁ - P d < ; - : , S
IIAFE (it lee 2 O

[1] How to Grow a Mind: Statistics, Structure, and Abstraction (Science 2011)
[2] Large Language Models Are Not Abstract Reasoners (2023)
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K G = Textual Semantics + Structural Knowledge

A triple (S,P,0) encodes a statement — a simple logical expression, or claim about the world

Human Brain Knowledge?

,@ Natural Language
Expert Knowledge\ﬂﬂm/

“Abraham Lincoln’ dent”

'\m\'\

1809-02-12" 4% :Abraham_Lincoln }—» odgenville
dWe

‘1865-04-15"

“Male”

10
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I Natural Language, Knowledge Graph and LLMs (O

Language + Knowledge

Representation Type Interpretability Type of Knowledge Computability

Not easily
Natural Language Understandable by Explicit knowledge computationally
humans processed
Relatively easy to
Knowledge Graphs Understandable by Explicit knowledge + computationally
humans Implicit knowledge process

Language Models Not understandable by  Implicit knowledge  Easily computable and
humans processable

11
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Google’s search result for the query °J. R. R. Tolkien”

J. R. R. Tolkien _
Writer § Books Videos

- /
@ YouTube « SearchlightPictures 4

Bournemouth

capital of

South Africa <——— Bjoemfontein

EEICN
= Mar 6, 2019

T B

@ The Tolkien Society § /

Biography - The Tolkien Society Died Spouse -

Who was Tolkien? ... John Ronald \ B

Reuel Tolkien (1892-1973) was a \\

major scholar of the English languag... Edith Tolkien

(m. 1916—
September ... 1971) United
The Lord Kingdom
of the Rings
(book)
Books > About

John Ronald Reuel Tolkien CBE FRSL was an /
THE LORD A - UNFINISHED i . . ; / 0o°
OF THE RINGS SILMARILLION { EN : TALES English writer and philologist. He was the author of /

o 3 : . B the high fantasy works The Hobbit and The Lord of /
2 g

g”& the Rings. From 1925 to 1945, Tolkien was the i
(T AN . 8 Rawlinson and Bosworth Professor of Anglo-Saxon e
b N4 | OR The Lord
A and a Fellow of Pembroke College, both at the e Lorf
INGS University of Oxford. Wikipedia of the R'ngs \
= A _ (movie) staired in

The Lord of the  The Hobbit The Silmarillion  Beren and The Fellowship  Unfinished Born: January 3, 1892, Bloemfontein, South Africa
Rings 1937 1977 Ldthien of the Ring Tales of... Died: September 2, 1973, Bournemouth, United
1954 2017 1954 1980 Kingdom

12
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[1] Knowledge graph construction from multiple online encyclopedias. World Wide Web 2020

[2] Zhishi.me - Weaving Chinese Linking Open Data. ISWC 2011 13
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Knowledge Graph and Applications (Chinese) 0
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Sight_id: rps:0001
Name: London eye
Location: Lambeth,

London, UK l!.l'!!!!”

Sight_id: rps:0003
Name: Big Ben

Location: Westminster,
London, UK L!,I.(I.'!‘I,!!J

Height: 750px
Width: 1200px
Resolution: 300dpi

T — rp:sizeof

Height: 2000px
Width: 8000px
Resolution: 300dpi

—_— o2

City_id: wd:Q84 Total Area: 1,572 km? rp:imaguot
Name: London Total Population: 9,126,366
Sovereign State: United Kingdom  Time Zone: UTC+1 |||”|||"

= rp:sameAs
= rp:contain

not so similar

The center of the Place
is occupied by a giant

. Egyptian obelisk. The
Obelisk of Luxor stands
on the Place de la
Concorde.

[1] Richpedia: A Comprehensive Multi-Modal Knowledge Graph (Bigdata Research 2020)

The Fountain of River Commerce
and Navigation, one of the two
Fontaines de la Concorde(1840)
on the Place de la Concorde.
Behind: the Hotel de Crillon; Left:
the embassy of the United States.
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[1] Democratizing knowledge representation with BioCypher (Nature Biotechnology 2023)
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Task-specific build

mmm Open
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Process ﬂ"m:"@
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e [ Do |

Cell-cell
communication
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targeted by
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Gene Ontology

GO - Molecular Function

Enables the transmembrane transfer of

Channel
ion by a channel th n
A\ ? Extracellular fluid AT ot B el e Activity Plasma
' @ , channel complex or one of its constituent Membrane
i i o
©
o ' H 8, part_of »
R T E o N i s%a enables Cilium
5L H (1. lasma membrane un; A Assembly
peeeee eeee 000 SN vy,
i3 | 0ol ®a j, Protein Sequence
0 g I MLGWVQRVLPQPPGTPRKTKMQEE
MUY N 60— Blakakcal P Q14028 EEVEPEPEMEAEVEPEPNPEEAETE
0000000 )30000 elele) HEAOIRELIOeE0 KEARLTSTISLAACGAESENNSPSR
: i lcamer | The directed movement of cations, RVLTWLIKGY EXVIPGPVES..
. Al molecule th i
i IS) & poene, & © postve chage, i, outoforwihin | oived" R
. : ® - =4 a cell, or between cells, by means X\
1 1 1 of some agent such as a transporter %
Protein i Molecular 1 Biological 1  Cellular
Interacton 1 Function 1 Process 1 Component Cation SRRM1
3 ) ) Transport
Terminal
Bouton
=
G0 - GO Encoder =i :
N -
. 3 Text enhanced =t - KG embedding w
Knowledge Graph * ] 7 negative sampling _A® _ ¥
Protein : Protein Encoder q ~%., /"M““w asia
7
Protein-GO Enriched with 5
Sequences Knowledge Graph descriptions Objective for Lyg
* Shared Protein Encoder t b Knowledge Graph Embedding
;31 Protein Encoder ;\\n :A Protein Function Prediction
I I 1
K K K
N s s Classifier 60:0019318
M] G R 60:0019319
x 5 ;\FA 60:0019151
M M M 60:0019370
M M I
1 1 (c}

Objective for Ly

a Masked Protein Model ¢ Downstream Tasks

a ElementKG construction and embedding

i
a
e
Ela El t basic knowled
Iii ement basic knowledge R Knowledoaom) . =
5 embedding method
& S Functional group knowledge . &
PERIODIC TABLE ‘WIKIPEDIA ELEMENTKG KG EMBEDDING

1

b Contrastive-based pre-training

Element-guided augmentation

Contrastive learning
hg 76

] @ ‘ S € ©) i "’)\ 3 - ]
Retrieve @ . -
I W L
HoN w, © ® , C 7% ""&"- O] :<-|
Input  Original molecular bl Element relation Augmented molecular Graph encoder  Projection network Maximize
molecule graph G ELEMENTKG subgraph graph G 70 9() agreement
(Element knowledge) — —
5 ] n
. h; zg
C Prompt-enhanced fine-tuning Parameter
sharing
0 © > _
~ Q)
N O ©) i o ]
o&N \[ j “\, — © @@ ® —(%)—» SHmulse }%}%i —[— % — [
@~ © n Provert
© Prompt roperty
Prompt-enhanced Pre-trained Property prediction

Input molecule Molecular graph

molecular graph

graph encoder network

1. Functional group detection

o
i,
R N
I

2. Functional prompt retrieval

Carboxamide: &

1 Carbox;‘mide 1 ] ) .
04"\©)‘\NH2 Detect ) : . u Retrieve Phenyl:
Phenyl ELEMENTKG .
g Nitroso:
20N (Ful?;tlorllaé group
R 0 5 i
Nitroso Rietzs) Entity embedding

Functional prompt generation

[1] OntoProtein: Protein Pretraining With Gene Ontology Embedding (ICLR 2022)
[2] Knowledge graph-enhanced molecular contrastive learning with functional prompt (Nature Machine Intelligence 2023)

3. Functional prompt embedding

e
El. | I |

Mediator N
] Functional
prompt

Self-attention
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A\ JEEEIE).Open

TR B F B Lo B

A\ JEIEEE).0pen

FRA M F Bk so iR B

pen. Business. [Knoweldge

https://kg.alibaba.com/

[1] Billion-scale pre-trained e-commerce product knowledge graph model (ICDE2021)
[2] Construction and Applications of Billion-Scale Pre-trained Multimodal Business Knowledge Graph (ICDE2023)
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KG Construction KG Reasoning
The process of populating (or building from The process of utilizing existing knowledge to derive
scratch) a KG with new knowledge elements (e.g., new knowledge from a KG through logical reasoning,
entities, relations, events) associative inference, or machine learning methods
e e -, ( Named Entity Recognition (NER) ]
‘ (
i . Relation Extraction (RE) ]
. . N New Facts
o 1 < Event Extraction (EE) Infer New Relations
b . New Axioms
] p . New Rules
R . Entity Linking (EL)
KG
L[ e

19



Challenges for Open-environment KG Construction and Reasoning 9

IJCAI/2023 MACAO
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s 3
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(a) link prediction (b) relation extraction

Input Image Input Image
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Input Text | Input Text redhat linux
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: 1 1
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1 B 1
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J Low-resource LLMs : GPT, BERT,
J Multimodal

J Uncertain LLM:s for KG

 More Opportunities

Em] !

KG : Knowledge representation, acquisition,
editing, reasoning, interaction......

KG for LLMs
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Overview

Exploiting Higher-Resource Data

Developing Stronger Data-Efficient Models

Optimizing Data & Models Togefher

Conclusion
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4 In the slides, low-resource refers to low-data-resource

O Considering maldistribution of samples & new unseen classes, we
systematically categorize low-resource scenarios into three aspects

350000 B instance quantity > 50000 L0 Few-Shot Learning Zero-Shot Learning

0] instance quantity in [10000, 50000] o

() g ; = +

C 300000 instance quantity in [5000, 10000] ©
JE instance quantity in [1000, 5000] ) A A A A
£ 250000 instance quantity in [100, 1000] @ A A

S instance quantity in [1, 100] 0-6.8 Seen Classes Seen Classes A _ [ —
45 200000 n
© s —

o = a c—
y— 150000 04 c

3] S mmmmmmmmmmmmmmmmmmmmmmmmmeeeees e
> k0]
*+ 100000 o
1= 0.2 g New Unseen New Unseen

©

g 50000 Long-tail Distributio g Classes Classes

—— precision 0.0
0 10 20 30 40 50 60 70 /A Labeled Instance A\ Labeled Instance ("] Semantic Representation
sorted relation ids in NYT dataset for Relation Extraction
Long-tail Scenario Few-shot Scenario Zero-shot Scenario

Knowledge Extraction in Low-Resource Scenarios: Survey and Perspective (2023) [work in progress]

. Exploiting Higher- Developing Stronger Optimizing Data & .
Overview Resource Data Data-Efficient Models Models Together Conclusion 23




I Low-resource Scenarios

0

IJCAI/2023 MACAO

4 In the slides, low-resource refers to low-data-resource
d In most cases, the KG construction (KGC) and KG Reasoning (KGR)

performance are in positive correlation with quantity of samples

quantity of relations

1000
800 1
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2001

Overview

=== 1.00
I quantity of relations I avarage hit@l
350000
+0.95
0 .
nw O 300000
+0.90 g LC)
=R
S 1 250000
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o O
—~ & 200000+
0.80 ® ©
= 2
[ anp v
O 150000+
()
0.75 NG
o =
g <
S (© 1000001
0.70 s 3
(op
L0.65 50000
0.60 0-
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relation frequency in FB15K dataset
(a) link prediction

instance quantity > 50000

instance quantity in [10000, 50000]
instance quantity in [5000, 10000]
instance quantity in [1000, 5000]
instance quantity in [100, 1000]
instance quantity in [1, 100]

RE precision decreases as the quantity
of relation instances decreases

—— precision

°
©

o
o

o
N}

10 20 30 40 50 60 70
sorted relation ids in NYT dataset
(b) relation extraction

Relation Adversarial Network for Low Resource Knowledge Graph Completion (WWW 2020)

Exploiting Higher-
Resource Data

Developing Stronger
Data-Efficient Models

Optimizing Data &
Models Together

r1.0

o
S
RE precision for single relation

r0.0

Conclusion
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: Named Entity Recognition (NER) ]

Jack is married to the microbiologist known as Dr. Germ in the USA.

g o
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Relation Extraction (RE) /4
| isSpouseOf :
. . o >
Jack is married to the microbiologist known as Dr. Germ in the USA.
""""""""""""""""""""""""""" > Entity Pair <~
Event Extraction (EE) j
Husband -

Jack is married to the microbiologist known as Dr. Germ in the USA.
¥

Trigger Argument _Role |

Knowledge Extraction in Low-Resource Scenarios: Survey and Perspective (2023) [work in progress]
. Exploiting Higher- Developing Stronger
Overview Resource Data Data-Efficient Models

Optimizing Data &
Models Together

Conclusion
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d KG Completion, Knowledge Representation Learning, Knowledge-aware
Applications, and so on ...

- Point-wise - Manifold - Single-fact QA
- Complex - Gaussian  <— Representation Space Natural Language Question Answering - Multi-hop
- Discrete \ Understanding Reasoning

- Distancg Scoring Function Knowledge Knowledge- Dialogue Systems

- Sem};ajntlc “ Representation Aware

{\/I(;ttlclerrslg Encoding Models Lozl Applications Recommender Systems

itk / Auxiliary Information

Others Applications | — Question Generation

- Factorization \ - Search Engine
- Neural Nets - Textual - Type - Visual - Medical Applications
- CNN - Mental Healthcare
: ?g:formers Knovx.rlt?c.lge -Ciies.z(;;iscg(;it()lxl:l 8¢
- GCN aeuiton Temporal - Text Generation
Knowledge - Sentiment Analysis
Graph

Temporal Embedding |

Knowledge Graph Completion

'

- Embedding-based Ranking
- Path-based Reasoning

- Rule-based Reasoning

- Meta Relational Learning

- Triple Classification | Temporal Logical Reasoning |

I Entity Dynamics |

Temporal Relational Dependency |

A Survey on Knowledge Graphs: Representation, Acquisition, and Applications (TNNLS, 2021)
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Exploiting Higher-resource Data
%

Weakly Supervised Augmentation

Multi-modal Augmentation

Multi-lingual Augmentation

Auxiliary Knowledge Enhancement

Developing Stronger Data-

Efficient Models

Meta Learning

Transfer Learning

Prompt Learning

. Exploiting Higher- Developing Stronger
Overview Resource Data Data-Efficient Models

Optimizing Data and Models
Together

Multi-task Learning

Retrieval Augmentation

Task Reformulation

Optimizing Data & _
Models Together Conclusion 29



Exploiting Higher-Resource Data




IJCAI/2023 MACAO

I Exploiting Higher-Resource Data O

d To utilize additional samples or knowledge (prior knowledge) via
endogenous generation or exogenous import

O Objective: obtaining more enriched and representative samples; more precise semantic
representations

optimal: iz

approximation error &,y

Given a hypothesis h, we want to est in H: h

minimize its expected risk R em

stimation error &..
birical best: hj

h = argminy R(h): the function that
minimizes the expected risk

pribr
h* = arg minycs R(h): the function in knowledge

H that minimizes the expected risk

h; = arg minycq R;(h): the function in
H that minimizes the empirical risk

7‘[ start

'+ hypothesis space With Large-Scale Data With Higher-Resource Data
in Low-Resource Scenarios

Generalizing from a Few Examples: A Survey on Few-shot Learning (ACM Computing Surveys, 2020)

Exploiting Higher- Developing Stronger Optimizing Data & .
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 Creating More Samples

O To create virtual samples by interpolating sequences close to each other for Semi-
supervised NER

Vi = Ay + (1 - Dy;
i i 1 i

Lhes ) L ] - (U ) (Chisen
1 i 1 i
Layer L
1:

[ Layer m+1 ]

(hesg ] ( 11 ) TN ) ( E[SEP] ] (g ) L2 ) | ?’N ) (Wiseer
[ Layer m ] Layer m ]
1t i

[ Layer 1 ] [ Layer 1
1 il i i i i
Lt CLS] ) (Tok1 ] .. [TokN] [ [SEP] | (tcsy ) (tokr ) .. [ToknN']) (Isep) )
Y } A~Beta(a, ) \ ' J
Sentence X Sentence X’

Local Additivity Based Data Augmentation for Semi-supervised NER (EMNLP 2020)

. Exploiting Higher- Developing Stronger Optimizing Data & .
Overview Data-Efficient Models Models Together Conclusion
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U Leveraging Multimodal Knowledge

O Multimodal Knowledge Fusion

:!~~~@:; Multimodal Entity | R 0 o T T T, R T .'C'):
" ' 1

i '\ Embedding l "L i O - .
i (J_’_‘j ¥ Learnable % | '

: |Softmax i | CRF v :eili'nd - : . Softmax- > 2 X :C): D
i 1 ileie) T =

v [RE i e o In O :

NER

' | l " | ! Token-wise
‘@L_head | head | ' Similarity
hicrs)
_ Q0000 ©00000
p==— M-Encoder
LMX ‘LT“ Add & Layer Norm
Ly;r % T T X LBERT o
— F—— ] “Correlation-aware .~ |~ A
Ly X =— V-Encoder T-Encoder = ‘ Fusion Module - ]
‘ v Lﬁ | | k;%/XLT J ] graimned 0 1
X S ) ]
I T I I I I 8 RS Similarity-aware VP )
@IS Q) OI ) 0 OI.‘ & Aggregato = !
@5 4 4&4 Eﬁ | 01 101 [ BRemaeeee = N S _ _ _ _ Li_____,
er Norm

Image Embedding [ Token Embeddmg (—'@ycr Norm @y.

. \

A e s N - Seotii, |
E[CLS] e . E E [CLS] en deh [SEP]ﬂSEP] [MASK] [SEP] E At\ennon lntu‘dctwn Module Attention

1 1
| I 1
| @ Multimodal Link Prediction | Hlead Entity  Relation ~ MeskTall | ' w‘ ( ) !
P ! 1 1
E[CLS] . . . . - . [CLS] Mark Cuban is sad what happended [SEP] ' 1 K 1
! @ Multimodal NER ; ) !
IO 1 [
' ; 3 = . " ' Visual Hidden States Textual Hidden States

reLs) P i A [CLS] <s>Taylor Hill</s> holding <o>Jun</o> ... [SEP] | 1 [ [ j !
cofll AR R F ; A —— ],
| @ Multimodal RE Tioad Tail 5 \—'T ===/

(a) Unified Multimodal KGC Framework. (b) Detailed M-Encoder.
Hybrid Transformer with Multi-level Fusion for Multimodal Knowledge Graph Completion (SIGIR 2022)
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U Leveraging Multi-lingual Knowledge

O Cross-lingual Knowledge Transfer

! .
B/1/0 B/1/0 B/1/0 . Vecl
A ry A 1
i
! /r )= }--> -+ ) LSTM|
- IayeL_D_\’/,D_\‘ I:I /’D\ i | - - - >
— / N ™~ | '
! . : POS-tag Vector !
| b2 b1 Y G |
Chinese N . = Bilingual lexicon representations by LSTM-based Network !
Sentence: KEfsog o o Hsper ARSELrer o Hidden |
* Bilingual Laxicor/ X \ \ !
1s; ; . |
. 5 Ben; Bernanke; BiLSTM layer i
FED ; am; |
. . . > books; i
Federal Reserve ; || chairman; are: . i
ident: . > 1! originally; !
president; right | G2 t.1 17 Gis w;
A ] Bilingual lexicon representations by attention-based Network
English Translation: Federal Reserve Chairman is Ben Bernanke. !
Input i ? Ci
Wi1 Cig VECig €1 W; C VeC ¢ Wits Ci+1 V€Citf €itg | p-
1 E.-w,
@ Word Embedding Representation ‘c:) Character Representation ! IE,IXIIwl
Wi i H
=2 Bilingual Lexicon Representation @@ Entity Type Distribution | //' / \x
Ve & | Ep Eo E, Ey Wi
e High Resource Word Embedding E, Entity Type Representation i Entity Type Distribution

Improving Low Resource Named Entity Recognition using Cross-lingual Knowledge Transfer (IJCAI 2018)
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1 Augmenting More Knowledge with Relevant Text

O Sample Augmentation

meeting with the leaders

Out: Prime minister Blair 1s reported to the
i Stage 2: Event generation

Entity i Im: |President Bush|is going to be meeting ;

1. President E with[several Arab leaders

2.|Prime minister Blair| v '

3. the prime minister | ! !

Dataset = Argum?nt 4. the Arab leaders --E— ---------------- » Argument i
.. |_Collection 5. an Arab counterpart| Replacement ;

» 6. the Palestinians v .

7.|the leaders i Prime minister Blair is going to be meeting ;

8. .. i with the leaders :

A i + |

BERT —»| Fine-tuning |- BERT B SU— ,. | Adjunct Token i
Rewriting |

\ :

Stage 1: Pre-processing

Quality: 0.5

T

Scorer

Stage 3: Scoring

Generating event samples: Keep the event structure, replace the event arguments

Exploring Pre-trained Language Models for Event Extraction and Generation (ACL 2019)
Exploiting Higher- Developing Stronger
Resource Data Data-Efficient Models

Optimizing Data &

Overview Models Together

Conclusion
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1 Augmenting More Knowledge with Relevant Text

0 Task Knowledge Augmentation

prone to overfitting & perform poorly

S1: Now we 're hearing the boom of Iraqgi guns as
they f:reATttick towards our positions .

Densely
abeled Triggers

S2: Troops were frying to break up stone-throwing
protests , but did not use live fl_fr'eAttack. T

S3: Aman was hackedattack to death by the criminal
T Unseen/Sparsely

Labeled Triggers

S4: The intifatTiaA«ack exploded in September 2000

[l Trigger identified by Open-domain Trigger Knowledge

Figure 1: Examples of ED. fire is the densely labeled

trigger for Attack event in ACE2005. Hacked and in-

tifada are the unseen/sparsely labeled triggers in the
training corpus. The red ones illustrate the triggers
identified by open-domain trigger knowledge.

Improving Event Detection via Open-domain Trigger Knowledge (ACL 2020)

Exploiting Higher- Developing Stronger Optimizing Data &
Resource Data Data-Efficient Models Models Together

Overview

Labeled Data Supervised Loss

i l

|

' Ss Troops were trying to break up stone-throwing Feature Event ‘
. - _ .. Attack .- |

: protests, but not use live fire. Encoder Prediction ac w

| e e e e e e e e

Unlabeled Data KL-divergence Loss

I 05 Teacher

| k

I Se* A man was hacked to death by the criminal —_— 0.375

! t ...0.25

: 0.125

‘ Knowledge Feature NA AttackMove Kill

. ttack Move Kil

| Collection Encoder 06 Student _— « 0.023 ...

: T 0.45 Guide the student

I S¢ A man was hacked to death by the criminal — 0012

‘ .

| 0

|

NA Attack Move Kill

To provide extra semantic support on unseen/sparsely labeled trigger words

Conclusion 36
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d Augmenting More Knowledge with KG
O Enhancing sample features with KG triples

4 E.g., Similar event schema in FrameNet & ACEOQ5

Frames

LUs

____________________________________________________________________________________________________________________________

FE FE

- S
Initial g
~Jidgements
R .
ACE Corpus l' raining Basic ED PSL Model Results
Model
-
Detecting
Jraining Process FN Corpus Global

Constraints /

Detecting Process E—

Figure 2: The hierarchy of FN corpus, where each
Figure 1: Our framework for detecting events in S under a LU is a exemplar annotated for that
FN (including training and detecting processes). LU. Inheritance is a semantic relation between the

$1: Indeed , three months later Hitler invaded Austria.—s Frame:Invading

—— —

el

S2: At the time in 1990, Iraq wasAi_nvading _@y,viit. ——> Frame:Invading
FE FE

frames Tnvading and Attack.

Leveraging FrameNet to Improve Automatic Event Detection (ACL 2016)

Exploiting Higher- Developing Stronger
Resource Data Data-Efficient Models

Overview

Optimizing Data &
Models Together

Conclusion
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1 Augmenting More Knowledge with Ontology & Logical Rules

Initial Event Ontology Event Ontology Refined Event Ontology More Enriched Event Ontology

_ With Coarse Event _(}g[pgsv enriched with Event Instanceg w.r.t Event Correlations 2 with Correlation Inference J«
7 R 7 adadod A d ) A d o ddd ol D ¢>_- ______________ D 7 A
0 o Q @) 0 /VO\Q’\% @f 0 €2 @1 n Before, --;Qez @”:
0 0 - 0 0 s Ssel 0 . :
0 peath © ! | {Cause DAl g‘ffore: D oquse! Death N o : Cau SJ Before -
] (1226 instances) 0 D %\ (1226 instances) 0 ' '3“53\\(1226 instances) \ efore g 1=4%(1226 instances) N 0

0 I 0 0 0

0 O O 0 ) n i
0 o @) H 0 : 0 e] : 1 € Be L‘
:{ Killing O :} i Killing : 1 Killing es | H Killing oy : k
”(2030 instances) | ggaltulings ! :(2030 instances) | egal~fulings ! ] (2030 instances) | gga"Fulings ! 0 (2030 Instances) | ggalTulings !
u (241 instances), 0 (241 |nstances)y d (241 instances), IL\ (241 |nstances)

\ / \ / (o B \ f e namcsy 1 Establishing correlation

(e,, Cause, e,) — (e,, Before, ez) """""""""""""""" r !
: subObjectPropeny(Cause, Before) . among Samples

Event Corpus
(el, Before, ez) VAN (62, Before, 63) ! | [S1]: Former NOPD police officer David | inverseObjectProperty(SubSuper, SuperSub) |

| Warren shot and killed Henry Glover.

. ! SubSuper SubSuper SubSuper : . ) ' H
- (ela Before, 63) ! | [S2): Five current and former officers of = +:inverseObjectProperty(Before, After) ; D POpUIat|ng more data
' [the NOPD were charged with Glover's $ Cause = Before =B - E 1inverseObjectProperty(Cause, CausedBy) |

| death. [Sa] David was convicted and ' ;

' | sentenced to 25 years and 9 months in mstance()f msmceof ms(a:ccOf :transltiveObjectProperty(SubSup er)

' | prison for shooting and killing Glover. / | \ ' transitiveObjectProperty(SuperSub)

' ' 1 Si S1 Sj Sk S2 Si Sm S3 Sn ! '

! Event Instances + E N N O : :trans?tfveobj.ectProperty(CoSuper)

' (killed, trigger, Killing) =~ Coo e riggerls e riggerls  eeeee ‘“gie'ls """ ' transitiveObjectProperty(Before)

. JCause | ! I i

! Before__ (death, trigger, Death) 4 Co t. '1‘2. 'x? | :lranslﬂveoblectProperty(Aﬂer)

v T R St e, et SR ' !transitiveObjectProperty(Equal

| “& (convicted, trigger, Legal_rulings) ] | Kilied Cause death Before convicted | ' ) perty(Equah
1. Event Ontology Population 2. Event Ontology Learning 3. Event Correlation Inference

Step 1: Event Detection (Ontology Population) connect event types with instances, given the initial event ontology with coarse corpus.
Step 2: Event Ontology Learning establish correlations among event types, given the event ontology enriched with instances.
Step 3: Event Correlation Inference induce more event correlations based on existing event-event relations.

OntoED: Low-resource Event Detection with Ontology Embedding (ACL 2021)
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: -What if higher-resource data
2 are not always available ?
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I Developing Sfronger Data-Efficient Models {0

1 To establish robust models to learn with low-resource data

O Improving model learning abilities so as to make full use of existing sparse data and
reduce dependence on samples

h

optimal: il

approximation error &,

Given a hypothesis h, we want to est in H: h

minimize its expected risk R em

stimation error &..

pirical best: hj
h = argminy, R(h): the function that
minimizes the expected risk

h* = arg min; <4 R(h): the function in
H that minimizes the expected risk

h; = arg minycq R;(h): the function in
H that minimizes the empirical risk

prior
knowledge

H': hypothesi
YPOTAESIS Space With Stronger Models in

With Large-Scale Data Low-Resource Scenarios

Generalizing from a Few Examples: A Survey on Few-shot Learning (ACM Computing Surveys, 2020)
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] Meta Knowledge Learner

relation-specific
meta information

——

(Satya Nadella, |CEOof, Microsoft) l
[
(Tim Cook, | CEOof, Apple) (Jack Dorsey, (CEOof, ?)
[

(Sundar Pichai, |CEOof, Google) | Relational

Learner
__________ relation-specific
meta information
(China, (CountryCapital,) Beijing) l
|

(Russia, |CountryCapital, Moscow)
|

(UK, |CountryCapital, London)

Few-shot KGC

Class-specific meta knowledge

Dynamic-Memory-Based Prototypical Network

O Distinguish
O E.g., CEO Of & Capital Of

(USA, |CountryCapital, ?)

r---TTTTT T T T T T T Ts s s s s T T T |
|

Each sentence
in support set
is a question

Question Module for Few-Shot EC

5 >

Dynamic-Memory-Based
: Event Mention Encodings :

How does this event mention
contribute to event prototype learning?

q=®

v

Memory Module for Few-Shot EC

_______________ \ A
5 Dynamic-Memory
4 4 4 . -Based Support Prototypical Network
Class-general meta knowledge | O] -+ (@ |8  —EEHES for Pow Shot EG | 1<
Q Induce =81 &8 sk {
O E.g., Marry & Divorce Event Type
Few-Shot Event Classification
Meta Relational Learning for Few-Shot Link Prediction in Knowledge Graphs (EMNLP 2019)
Meta-Learning with Dynamic-Memory-Based Prototypical Network for Few-Shot Event Detection (WSDM 2020)
. Exploiting Higher- Developing Stronger Optimizing Data & .
. 42
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U Prompt-Based Meta Learning

~—p» Data Flow
— — — p~ Task Gradients
— — — p Meta Gradients

Attentive Trigger

Features
Concat |= Trigger Classification
MLM Head I I I T N I I
TRF Block [=~] TRF Block | » = = = « « = = = TRF Block |- TRF Block
_ TRF Block | 5] TRF Block | » = = » = = « = = TRF Block || TRF Block
‘ ; First-order
\ | Approximation ¢2 f f f *
']
Embedding z Embedding | - - - - - - - - ¢ Embedding z Embedding
Meta Training for Zero- and * * + +
Few-shot Event Detection <S> A <mask> event: </5></s> Context </s>

cloze-based prompt + a trigger-aware soft verbalizer

Figure 2: The proposed MetaEvent. The left subfigure illustrates the optimization process w.r.t. the initial parameter
set @ with meta learning, and the right subfigure describes the proposed event detection model in MetaEvent.

Zero- and Few-Shot Event Detection via Prompt-Based Meta Learning (ACL 2023)

Exploiting Higher-

Overview Resource Data
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Data-Efficient Models
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 Transferring Class-related Semantics

Head relation (2541 samples) /people/deceased_person/place_of_death |,

[ismail_merchant], whose filmmaking collaboration with james ivory /people/deceased_person/*
created a genre of films with visually sumptuous settings that told A
literate tales of individuals trying to adapt to shifting societal values,
died yesterday in a [London] hospital

[darren_mcgavin], an actor with hundreds of television, movie and X1 Xz Xn
theatrical credits to his name, died on saturday in [los_angeles] . ™ [Q Q] [O Q] [Q QJ

the night the news hit that [hunter_s._Thompson] had committed
suicide at his home in [woody_creek], colo., i drove to my office and Instance
read a few of the letters we had exchanged over the years . T Encoder

"~ Knowledge Transfer

Long-tail relation (24 samples) |/people/deceased_person/place_of_burial -

= e Em em em Em em em Em e e

noting that [charles_Darwin] is buried in [westminster_abbey ], dr.
barrow said that in contrast with the so-called culture wars in america,
science and religion had long coexisted peaceably in england . "

Prediction

¢ Long-tail
® Head

O Parent Relational

Knowledge

/people/person /people/person
/nationality /ethnicity

Coarse-to-fine Class Embedding

Long-tail Relation Extraction via Knowledge Graph Embeddings and Graph Convolution Networks (NAACL 2019)
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O Transferring Pre-trained Language Representations

000

7 TR T

Deep Transformer (BERT) Deep Transformer (BERT) ‘ Deep Transformer (BERT)
b lbdad g Ll bad EIIXEE
[CLS] Entity1 ... .. Entity2.... [SEP] [CLS] Entity 1 ... ... Entity 2 ... . [SEP] embeddings [0  [f] [] [o] [o] [ [o
[CLS] ... Entity1 ... ... Entity 2 ... [SEP]
(a) STANDARD — [CLS] (b) STANDARD — MENTION POOLING (c) POSITIONAL EMB. — MENTION POOL.

(0] 000

Deep Transformer (BERT) Deep Transformer (BERT) l Deep Transformer (BERT)
[CLS] [E1] Entity 1[/E1] ... ... [E2] Entity 2 [[E2] [SEP] [CLS] [E1] Entity 1[/E1] ... ... [E2] Entity 2 [/[E2] [SEP] [CLS] [E1] Entity 1[/E1] ... ... [E2] Entity 2 [[E2] [SEP]

(d) ENTITY MARKERS — [CLS] (e) ENTITY MARKERS — MENTION POOL. (f) ENTITY MARKERS — ENTITY START

Figure 3: Variants of architectures for extracting relation representations from deep Transformers network. Fig-
ure (a) depicts a model with STANDARD input and [CLS] output, Figure (b) depicts a model with STANDARD
input and MENTION POOLING output and Figure (c) depicts a model with POSITIONAL EMBEDDINGS input and

MENTION POOLING output. Figures (d), (), and (f) use ENTITY MARKERS input while using [CLS], MENTION
POOLING, and ENTITY START output, respectively.

Matching the Blanks: Distributional Similarity for Relation Learning (ACL 2019)
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Ul Vanilla Prompt Learning

Sibling. Context: She was mother  of Michael and Joel. Head Entity: Michael, Tail Entity:

BN N N N N N N A N A A N R R R R
f f f f f f f f f f f f f f f
Template | Relation: <Label>. [ Decoder
Input . f f f f f f f f f f f f
RN N N N N R e N N E N E NI RN
Template | Context: <Sentence>. Head Entity: <Subject>, Tail Entity: < >, ! 2 3 4 > 6 ! 8 9 10 " 12 13 14 15
Output | Eyamole | Context: Their grandson was Captain Nicolas Tindal. Head Entity: Nicolas Relation: Sibling. Context: She was mother  of Michael and Joel. Head Entity: Michael, Talil Entity:
Tindal, Tail Entity:
(a) Training process for relation generator.
(a) Structured template for relation generator.
Entity: Nicolas, Talil Entity: ,Relation: Military Rank.
Template | Context: <Sentence>.
Input
A Example | Context: Their grandson was Captain Nicolas Tindal. [ t2 J [ t3 J [ t4 ] [ t5 } [ te ] [ t-, ] [ ts J [ tg ]
Template | Head Entity: <Subject>, Tail Entity: < >, Relation: <Label>. ? T T T T T T T
Output
ey Example | Head Entity: Nicolas Tindal, Tail Entity: , Relation: Military Rank. [ Encoder Decoder ]
() Structured template for relat et f t f f f t t f t t f f f t
ructured template for relation extractor.
ERIENIEN NI RN el Sl P e Jle Ly T e
Context: Their grandson was Captain Nicolas. Head Entity: Nicolas, Tail Entity: , Relation: Military

(b) Training process for relation extractor.

RelationPrompt: Leveraging Prompts to Generate Synthetic Data for Zero-Shot Relation Triplet Extraction (ACL 2022, Findings)
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1 Augmented Prompt Learning
1 Schema Knowledge (virtual)

(a) Fine-Tuning for RE

per:founded_by
I-Cl;eLan » per:date_of_birth
[CLS] The cast is uniformly excellent and relaxed . [SEP]
Itis ([MASK]). (@)  [ICLS]] [E:][Steve Jobs|[/E:] ., co-founder of [Ei] [/E1]. [SEP]
Promp.t _for . great positve [ [[] @ = mmcace e e ccccccc e ;e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e E e ... -—-—-——-a-
Text Classification terrible negative C

(b) KnowPrompt

[CLS] [E1] Hamilton [/ E, ]is the first [E;]British [/ E»] champion. [SEP]

. I no_relation
[: learnable continuous words *

per:employee_of
) l org:founded_by
entity words
Hamilton ([MASK]| British [SEP] ] Y

per:date_of_birth

per:stateorprovinces_of_residence
S . f < Relati
A per:country_of_birth [j masked tokens <
MLM B org:city_of_headquarters |:[ relation probabilities
KnowPrompt for , | Uz per:country_of_residence
Relation Extraction |7\ T 777777 mufualrestmct """""""""""""""""""""""""" ('C' [CLS] [E,] Steve Jobs [/E,], co-founder of [E;] Apple [/E\]. [SEP] [[sub]] [Apple] [[sub]] [[MASK]] [[Obj]] [Steve JobSJ [[Obj]] [SEP]
‘P Hamilton ([MASK] |British C [SEP] _ R\\
v’} : per:country_of_birth Knowledge Injection subject relatloonbject
U5 org:city_of_headquarters
Lo a {

71 per:date_of_birth
ry org:founded_by
~ 7, per:stateorprovinces_of_residence

Structured Loss

() organization

+ | per:country_of_residence virtual type words Jperson  virtual answer words  ,_AT1)
Y | | / = . i
N A ; ( Relation
[\RII person ' C ' country date () [sub]/[obj] T2/ Embedding Head
virtual type words ,
o

[ Synergistic Optimization ]

Knowledge-aware Prompt-tuning
KnowPrompt: Knowledge-aware Prompt-tuning with Synergistic Optimization for Relation Extraction (WWW 2022)

. Exploiting Higher- Developing Stronger Optimizing Data & .
Overview Resource Data Data-Efficient Models Conclusion
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1 Augmented Prompt Learning

O Schema Knowledge (manually design, textual)

A
Query Type: < . Onfputiexd . 4 Event Trigger detonated
Conflict:Attack Attacker Palestinian
[ Encoder 1 { Decoder J
P ‘.. Target jeep, soldiers
P LI Instrument bomb
Passage 1 [SEP] 1 Prompt W
Place Gaza Strip

Passage: Earlier Monday, a 19-year-old Palestinian riding a bicycle detonated a 30-kilo ( 66-pound ) bomb near a

military jeep in the Gaza Strip , injuring three soldiers.

[ R\
Prompt
Event Type Description The event is related to conflict and some violent physical act.
Event Keywords Similar triggers such as war, attack, terrorism.
Event trigger is <Trigger>. \n
E2E Template . 99 <Trigger>. | o .
some attacker attacked some facility, someone, or some organization by some way in somewhere.
Output Text
L Event trigger is detonated. \n Palestinian attacked jeep and soldiers by bomb in Gaza Strip. )

Task-Specific Prompt
DEGREE: A Data-Efficient Generation-Based Event Extraction Model (NAACL 2022)

. Exploiting Higher- Developing Stronger Optimizing Data & .
Overview Resource Data Data-Efficient Models Models Together Conclusion
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1 Augmented Prompt Learning

O Instances & Schema Knowledge (automatically, pluggable)

(a) Reference Store Construction

I Mapping(” Instance
.‘ 3 | He commanded several ships to He commanded several ships to #r
I ! ) ,  transport convicted —DWDRDNET F—> Word Sense felons from London to Maryland, -
el , felons from London to Maryland. & Disambiguation
Text Instances : convicted h
| convicted guilty —p : transport
pokup ble H
! verdict f Transport
l ) ] A :
/\. | , t.Convu:l o guilty Convict 5 Movement ot \)
g / : ustice Adjudicator —p- transport | Transport i vehicle Justlce
1 charge :
Ch: Indict | eeeses : :
Schema Graph : arosn indict kSchema
__________ L= _Retrieve ™ __________T-------------—-—-—-—-—---—-—-—-2
(b) Task Input (c) Reference as Prompt (d)Knowledge Graph Construction
Location \ "
The meeting ... with the delegates ..\ Meet meet Head Entity Paul Allen
. . . Relation Company
Paul Allen, a co-founder of Microsoft, paid the bills Text |, Meet, \s. Contact T 5 :
for aircraft designer Burt Rutan to develop Space \ Tail Entity Microsoft
. Person s
Ship One. 7 Event Tri Meeti
vent Trigger eeting
g .... through his company, Virgin Galactic ... Organization - .
b Person | Hariri
Hariri submitted his resignation during a Company .9_. _orgon
10minute meeting with the head of state at the Compan Language ol head of state
Baabda presidential palace. pany Models Place Palace
(9 —context node . trigger node Duration 10-minute

X \ . Type node

argument ny

Figure 2: The architecture of schema-aware Reference As Prompt (RAP), which is model-agnostic and is readily pluggable into

Y

many existing KGC approaches TEXT2EVENT [34], DEGREE [18], PRGC [57], RELaTioNPROMPT [12] and so on.
Schema-aware Reference as Prompt

Schema-aware Reference as Prompt Improves Data-Efficient Relational Triple and Event Extraction (SIGIR 2023)

Developing Stronger
Data-Efficient Models

Exploiting Higher-

Overview Resource Data

Optimizing Data &
Models Together

Conclusion
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What if higher-resource data &
@stronger models are accessible?

. Exploiting Higher- Developing Stronger Optimizing Data & .
Overview Resource Data Data-Efficient Models Models Together Conclusion o0
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I Optimizing Data & Models 7ogefher ()

] To integrate crucial data and robust models together in low-resource
scenarios

 Searching more suitable strategies for learning with existing sparse data

optimal: fl

approximation error &,y

Given a hypothesis h, we want to
minimize its expected risk R

est in H: h

stimation error &..
birical best: hj

h = argminy R(h): the function that
minimizes the expected risk

h* = arg miny 4 R(h): the function in

o . knowled
H that minimizes the expected risk owledge

h; = arg minycq R;(h): the function in
H that minimizes the empirical risk

H start

H': hypothesi
ypotnesis space With Large-Scale Data With Optimizing Data & Models

Together in Low-Resource Scenarios
Generalizing from a Few Examples: A Survey on Few-shot Learning (ACM Computing Surveys, 2020)

. Exploiting Higher- Developing Stronger Optimizing Data & .
Overview Resource Data Data-Efficient Models Models Together Conclusion o2




I Multi-task Learning
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 Multi-task Instruction Tuning

O Implicitly leverage the correlation of multiple tasks. E.g., NER 2> RE = EE

InstructUIE: Multi-task Instruction Tuning for Unified Information Extraction (2023)

————
NER On-Demand
- . [———
Dataset 1 Finetuning
NER
Model 1
[ —
RE - nr.
Dataset 1 UIE RE a) UIE
Model 1
. //4 N — NER
- Pre-training EE
Dataset 1 LLM Model 1
——————
NER
—» Structures .
Dataset 1 Token-Level RE
Semantic Match
[E—
Datl:Ese (1 [ Structures LLM USM b) USM
—_— Input:
EE Label Sch d Text
BB Structures abel Schema and Tex EE
——————
NER
Datasett Multi-Task
Instruction-Tuning
—————
= ¢) InstructUIE
Dataset 1 LLM InstructUIE (Olll'S)
————1
— Input:
Dol Natural Language Instruction
. Exploiting Higher-
Overview

Resource Data

Multi-Task Instruction Tuning

(Tom, person)

(Japanese information
extraction, used for, it)

LLM

Zero-Shot Evaluation

Developing Stronger
Data-Efficient Models

( i i i
CoNLL 2003 ) I(’)lea.se Flst allient1ty words in thf: text
ption: location, person, organization, else
ACE 2005 S .
Text: Tom have training in a whole variety
Ontonotes . .
of different missions.
\_ J | Answer:
4 CoNLL 2004 ) qu th'e phrases in the following sentence...
. Option: used for, part of, compare...
SciERC .
Text: It has also been studied in the frame-
NYT 11 . . .
work of Japanese information extraction.
\ /| Answer:
Extract the event information in the text...
CASIE Option: Event type: phishing, databreach...
GENIA Arguments type: time, purpose...
9 ) Text: Next time I will publish database.

Answer:

Mit-Movie

Optimizing Data &
Models Together

(type: databreach,
trigger: will push,
time : Next time)

| answer
L ————p(Bocchi the Rock, title)
Conclusion 53
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1 Retrieval Augmentation helps Decouple Knowledge from Memo

Label words

; Aggregation Normalization| [Similarity| Nearest Representation :
; terrible [ | N
EG?TIVE great [ 4 < terrible| 0.8 gi terrible |0.7 |« 100 @ terrible E Open-book
: Label words great |0.2 \ terrible 0.1 |[«—| 60 @ terrible : Knowledge-store
terrible great [0.15 [«—| 65 <:> great ' Key Value
terribl
AN Incorporated Predicion : O G -
Lopx(1+BF@rNN)) —> L Retrie:ve kNN Asy nrce}}:z:: usly @ terrible
kNN Guided Training : s prompt-based
Query ' @ great Undat representation
____________ wery . pdate
< > Open-bons ! ( )| great | -
knowledge-store| E T
[refresh 6 Transformer Layers ] [ Transformer Layers stale 0’]
Retrieve Ne‘rual Demonstration :

T £ £ 1 f 1 1 f f T 1 1 seroesem A T O N O I I
o g ey S S e |
1 i % 1t 1 1 b—Demonstrations — | ermvte & 1 i O
e EDORCrEEE L PR e TR A i |- for label:negative — T EECEEEEEE RSP RER
E[CLS]The movie ... sense. It was [MASK] [SEP]: Rty great ' 5 [CLS]The movie ... sense. It was [MASK] [SEP]:
I— Original input —| }— Template — ¥ forlabelpositive | ! I— Original input —| |- Template —

a. Retrieval-augmented prompt learning b. Creation and refresh of open-book knowledge-store

Figure 2: Overview of RETROPROMPT. Note that e(-) denotes word embedding function in the PLM

¢ 9% =

M, while “M”,“t” and “g” in e(-) specifically refers to “[MASK]”, “terrible” and “great”.

Decoupling Knowledge from Memorization: Retrieval-Augmented Prompt Learning (NeurlPS 2022)
Exploiting Higher- Optimizing Data &
Resource Data Models Together

Developing Stronger

Overview Data-Efficient Models

rization

Conclusion
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] Retrieve from PLM then Extract

Retrieval
Text Knowledge

In 1997, Steve became .
the CEO of Apple. — MetaRetriever

(a) First: Retrieval task-specific knowledge from the

((PER: Steve
(ORG: Apple))

model.
Text
In 1997, Steve became Extraction
the CEO of Apple. Extraction Results
(
= (PER: Steve
Knowledge MetaRetriever —— (©r0 05 Appley

(ORG: Apple)

- )

((PER: Steve
(ORG: Apple))

(b) Second: Extraction based on the retrieved knowledge.

Universal Information Extraction with Meta-Pretrained Self-Retrieval (ACL 2023)

Exploiting Higher- Developing Stronger Optimizing Data & ,
Data-Efficient Models Models Together Conclusion

Overview ‘ Resource Data
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d KGC = QA/MRC

(a) Event Extraction
On Sunday, a protester stabbed an officer with a paper cutter.

J N N\ N
(Time ) ( Attacker ) Attack ( Instrument )
(b) Machine Reading Comprehension

On Sunday, a protester stabbed an officer with a paper cutter.

QI1: What instrument did the protester use to stab an officer?
Al: A paper cutter

Q2: When did the protest stab an officer?

A2: (On) Sunday.

NLIRE

Wearing jeans and a white
blouse, Amanda Knox of
Seattle is being cross-
examined by prosecutors.

I}

Amanda Knox lives in the
city Seattle

A 4

[

No Relation
Threshold
0 m

E N C

Figure 2: This figure shows a schematic of the SOTA NLI zero-shot framework in which each sentence must
be compared with each relation template (left), the vanilla formulation for prompting GPT-3 for RE as done in
Jimenez Gutierrez et al. (2022) (center) and our multiple-choice QA setting, in which each relation is transformed

Vanilla RE

Given a sentence, and two entities within
the sentence, classify the relationship
between the two entities based on the
provided sentence. All possible
relationships are listed below:

- per:city_of_birth

- per:city_of_death

- per:cities_of_residence

- no_relation

Sentence: Wearing jeans and a white
blouse, Amanda Knox of Seattle is being
cross-examined by prosecutors.

Entity 1 : Amanda Knox

Entity 2 : Seattle

Relationship: per:city_of_birth 8

QA4RE

Determine which option can be inferred from the
given sentence.

Sentence: Wearing jeans and a white blouse,
Amanda Knox of Seattle is being cross-examined
by prosecutors.

Options:

A. Amanda Knox was born in the city Seattle

B. Amanda Knox died in the city Seattle

C. Amanda Knox lives in the city Seattle

D. Amanda Knox has no known relations to Seattle

Which option can be inferred from the given
sentence?
Option: €. €2

into a template and GPT-3 is expected to predict only a single letter (right).

Event Extraction as Machine Reading Comprehension (EMNLP 2020)
Aligning Instruction Tasks Unlocks Large Language Models as Zero-Shot Relation Extractors (ACL 2023, Findings)

Overview Resource Data

Exploiting Higher-

Developing Stronger
Data-Efficient Models

Optimizing Data &
Models Together
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J KGC - Text-to-Structure Generation

Event Schema Sequence-to-Structure

Augmented Natural Language Translation

Joint entity and relation extraction

Tolkien’s epic novel The Lord of the Rings was published in _
1954-1955, years after the book was completed.

Semantic role labeling

Tolkien’s epic novel The Lord of the Rings [ was published ]
in 1954-1955, years after the book was completed.

|

Coreference resolution

Tolkien’s epic novel The Lord of the Rings was published in
1954-1955, years after the book was completed.

Joint entity and relation extraction

[ Tolkien | person ]‘s epic novel [ The Lord of the Rings | book |
> author = Tolkien | was published in 1954-1955, years after the
book was completed.

Semantic role labeling

— Tolkien’s epic novel [ The Lord of the Rings | subject ]
— > [ was published | predicate ] [ in 1954-1955 | temporal ], years after
— the book was completed.

Coreference resolution

[ Tolkien ]'s epic novel [ The Lord of the Rings ] was published in
— 1954-1955, years after the [ book | The Lord of the Rings ] was
completed.

Structure Extraction

Tolkien

author ~ The Lord of the Rings
Pl

person book
was published
subject / \ temporal
The Lord of the Rings In 1954-1955
Tolkien The Lord of the Rings

/ refers to

book

Text2Event: Controllable Sequence-to-Structure Generation for End-to-end Event Extraction (ACL 2021)
Structured Prediction as Translation between Augmented Natural Languages (ICLR 2021)

Network
Transport
* Destination
* Origin
* Artifact
| oritac Constraint Controllaple
Time "7 TTTT3 > Generation
Event Type Transport Event Type Arrest-Jail
Trigger  returned Trigger capture
Artifact The man Person The man
Destination Los Angeles Time Tuesday
Origin Mexico Agent  bounty hunters
. Exploiting Higher-
Overview poring g

Resource Data

Developing Stronger Optimizing Data & _
Data-Efficient Models Models Together Conclusion o7
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0 KGC - Text-to-Structure Generation (with Code)

Transport
(Event Type)

vehicle VEH

GPE or ORG or PER agent

artifact origin

destination

FAC or ORG or PER FAC or GPE or LOC

or VEH or WEA | »¢ 6r GPE or LOC

(1) Event Ontology
Convert to Python class

class Transport(Movement):

(2) Event Definition
Prompt LLM

Translate the following sentence into an instance of Transport.
The trigger word(s) of the event is marked with **trigger word**.
"Kelly , the US assistant secretary for East Asia and Pacific
Affairs , **arrived** in Seoul from Beijing Friday to brief Yoon ,

the foreign minister ." 4*———\5\5“__“
wan Input Sentence

"Steve became CEO of Apple in 1998"

NER

e o0
"Steve": "person"

"Apple": "organization"

"Steve became CEO of Apple in 1998"

i Y ';\~¥,

------------------------------------------------------------------------------------------------------------------------------------------------------------------------

idef named_entity recognition (input_text) :
: " extract named entities from the input_text . """

e input_text = "Steve became CEO of Apple in 1998"

entity list = []
# extracted named entities

entity list.append({"text": "Steve", "type": "person"})
entity list.append({"text": "Apple", "type": "organization"})

(a) Converting NER into code generation task

idef relation_extraction(input_text):

'"" extract the relations of named entities from the input text. """

mmteeaed input_text = "Steve became CEO of Apple in 1998"
: entity relation list = []

Code Prompt A

transport_event = Transport( Transport RE
artifact=[ 3 (Event Instance) : — I e f oxfacted relations
PER("Kelly"), bER: Kelly 3g€Nt - g
1, d y - = | Code-LLMs
. . origin e o o :
destination=[ destination e
GPE("Seoul")’ >Gener‘ated L work for entity relation list.append({"rel type": "work for", \ Prediction
], Code GPE: Beijing ! N "entl type": "person", "entl text": "Steve", \
origin= [ GPE: Seoul "Steve": "person" "Apple": "organization™ ¢ "ent2_type": "organization", "ent2 text": "Apple"})
GPE("Beijing" . . .
| (AEekiingk)s (b) Converting RE into code generation task
) -

(3) Event Instantiation

Code4Struct: Code Generation for Few-Shot Event Structure Prediction (ACL 2023)
CodelE: Large Code Generation Models are Better Few-Shot Information Extractors (ACL 2023)
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(22) We are in the era of LLMs!

. Exploiting Higher- Developing Stronger Optimizing Data & .
Overview Resource Data Data-Efficient Models Models Together Conclusion %9
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Extracting Knowledge from Texts - Probing Knowledge from LMs

Text Mining

Albert Einstein, a German | Mechanical Pipelines

Factual knowledge extraction | |tneoretical physicist,

v

(Albert Einstein, publish,the | Require enough annotated

published the theory of INERJICRIRE® theory of relativity)
from Texts relativity in 1915. SampIeS
KG Completion (COMET)
Factua| knowledge query (bridge, UsedFor, cross water) Prompting Finetuned LMS= ) ) )
(bowl, UsedFor, holding popcorn) - Require schema engineering
from KB (toothpaste, Usedfor, ?) > | (freshen breath)
LMs trained with existing KG
BertNet (Ours) LMS'aS'KBS
Automatic Harvesting Framework p—
. A can do B but not good at [ gr?a?g; | (frog, A can do B but not good at, swim)
Factual knOWIGdge pr0b|ng AneedsBtodo C |~ | (war, A needs B to do C, violence, end war)
... {  Entity ...
from LM Other arbitrary relations | Pair  |»| knowledge of arbitrary relations! _ _ _ .
Search Access Consistency Edit Reasoning  Explainability
Black-box Language Models Support for open domain queries

Language Models as Knowledge Bases? (EMNLP 2019)
Knowledgeable or Educated Guess? Revisiting Language Models as Knowledge Bases (ACL 2021); A Review on Language Models as Knowledge Bases (2022)
BertNet: Harvesting Knowledge Graphs with Arbitrary Relations from Pretrained Language Models (ACL 2023, Findings)

. Exploiting Higher- Developing Stronger Optimizing Data & .
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Factual Knowledge Probing -> Ontological Knowledge Probing

.....................................................................
-7 = -

Memorizing (b) "

.....................................................................
- -

(a)\‘\ One has to be a particular [MASK] to be
[y ] 1 < aplayer at a sports team.

subproperty of

N Member of sports team [s][s][s] [MASK] .

Reasoning

£

Member of

(P,) One has to be a person to be a player at a sports team.
subproperty of (P,) Lionel Messi is a player at Argentina National Football Team.

Member of " \ | | <(H) Therefore, Lionel Messi is a [MASK] .
Sports Team Lo

. .
""""
. .

. o

....
. .
o ‘.

. type "

5 o l. Explicitly Given person & ) 40rganisation (%]

'- Lionel Messi iskuiababdaladiaatl® Argentina National f 1l Implicitly Given : j

Football Team S lll. Not Given 4
e person & g 4organisation Q

An example of an ontological knowledge graph e STTTITSSSnennsssssneinssssssesiossssssssssssesnenn '
Potential manual and soft prompts to probe
the knowledge and corresponding semantics
Do PLMs Know and Understand Ontological Knowledge? (ACL 2023)
Exploiting Higher- Developing Stronger Optimizing Data & .
Resource Data Data-Efficient Models Models Together Conclusion 62
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LLMs for KG Construction and Reasoning
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O Empirical Study

Task Dataset BERT |RoBERTa SOTA ChatGPT
Entity BBN 80.3 79.8 82.2 (Zuo et al., 2022) 85.6 Knowledge Graph Reasoning
Model / Question Answering
Typing(ET)  |OntoNotes 5.0/ 69.1 68.8 72.1 (Zuo et al., 2022) 73.4 | FBISK237 ATOMICHZ FrochmseQh MomQA
Named Entity | CoNLL2003 | 92.8 92.4 94.6 (Wang et al., 2021) 67.2 oo T SOTA | 324 s o =
Recognition(NER) | OntoNotes 5.0|  89.2 90.9 91.9 (Ye et al., 2022) 51.1 — :
Relation TACRED 72.7 74.6 75.6 (Li et al., 2022a) 20.3 —
Classification(RC) | SemEval2010 |  89.1 89.8 91.3 (Zhao etal., 2021) | 42.5 it B o .
Relation ACEO5-R [87.5163.7]88.2165.1] 91.1173.0 (Yeetal., 2022) | 40.514.5  GPT4 320 163 95.0 63.8
Extraction(RE) SciERC  |65.4143.0(63.6142.0| 69.9153.2 (Yeetal., 2022) | 25.915.5 One-shot
Event ACEO5-E 71.8 72.9 75.8 (Liu et al., 2022a) 17.1 text-davinci-003 32.0 14.1 95.0 49.5
Detection(ED) ACE05-E+ 72.4 72.1 72.8 (Lin et al., 2020) 15.5 (C}fl;%rﬁp"f 333 };} ggg ggg
Event Argument | ACE05-E 65.3 68.0 73.5 (Hsu et al., 2022) 28.9 ' : ' :
Extraction(EAE) | ACEO(05-E+ 64.0 66.5 73.0 (Hsu et al., 2022) 309 Table 2: KG Reasoning(Hits@1 /bluel) and Question
Event ACE05-E |71.8151.0{72.9151.9|74.7156.8 (Lin etal., 2020) | 17.017.3  Answering (AnswerExactMatch).
Extraction(EE) | ACEO05-E+ |72.4152.7(72.1153.4|71.7156.8 (Hsu et al., 2022)| 16.617.8 KG Reasoning

KG Construction

LLMs for Knowledge Graph Construction and Reasoning: Recent Capabilities and Future Opportunities (2023)
Revisiting Relation Extraction in the era of Large Language Models (ACL 2023)
Evaluating ChatGPT’s Information Extraction Capabilities: An Assessment of Performance, Explainability, Calibration, and Faithfulness (2023)
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d Is KG Construction and Reasoning Solved by LLMs? Not Really

O [Difficulty of Samples] (measured by the confidence score of SLMs-based models)
Hard Samples: <= or &/, Easy Samples: "

O [Complexity of Schemal] (hard/easy tasks; large/small label types)
Complex Schema: @, Simple Schema: &

=

A [Quantity of Samples] Samples are extremely scarce: ‘o

Method FewNERD TACREV ACE Model Knowledge Graph Construction
5-shot  10-shot 20-shot | 20-shot 50-shot 100-shot| 5-shot 10-shot 20-shot | DuE20 Re-TACRED MAVEN SciERC
= CODEX 53.8 (0.5) 54.0 (1.4) 55.9 (0.5)|59.1 (1.4) 60.3 (2.4) 62.4 (2.6)|47.1 (1.2) 47.7 (2.8) 47.9 (0.5) Fine-Tuned SOTA NN o14 N
jInstructGPT 53.6 (-) 54.6 (-) 57.2(-)|60.1(-) 583 (-) 62.7(-)|52.9 (-) 52.1 () 49.3 (-) Zero-shot
text-davinci-003 11.43 9.8 30.0 4.0
= FSLS / KnowPrompt 59.4 (1.5) 61.4 (0.8) 60.7 (1.9)|62.4 (3.8) 68.5 (1.6) 72.6 (1.5)|55.1 (4.6) 63.9 (0.8) 65.8 (2.0) gﬁif’f ;?-gg gi gi; ‘71-‘2*
;j + Ensemble 59.6 (1.7) 61.8 (1.2) 62.6 (1.0)|64.9 (1.5) 71.9 (2.2) 74.1 (1.7)|56.9 (4.7) 64.2 (2.1) 66.5 (1.7) - : One-sllot' : :
= + LLM Rerank 60.6 (2.1) 62.7 (0.8) 63.3 (0.6)|66.8 (2.6) 72.3 (1.4) 75.4 (1.5)|57.8 (4.6) 65.3 (1.7) 67.3 (2.2) text-davinci-003 | 30.63 12.8 25.0 438
% -+ Ensemble + LLM Rerank|61.3 (1.9) 63.2 (0.9) 63.7 (1.8)|68.9 (1.3) 74.8 (1.3) 76.8 (1.2)|59.5 (3.7) 65.3 (1.9) 67.8 (2.1) ChaiGPT DRgr s

Large Language Model Is Not a Good Few-shot Information Extractor, but a Good Reranker for Hard Samples! (2023)
Exploring the Feasibility of ChatGPT for Event Extraction (2023)
Is Information Extraction Solved by ChatGPT? An Analysis of Performance, Evaluation Criteria, Robustness and Errors (2023)

. Exploiting Higher- Developing Stronger Optimizing Data & .
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Unifying LLMs and KGs O
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KGs and LLMs can fertilize each other

But the unifying should be correctly

LLMs
Factual Knowledge

V
Structural Fact General Knowledge F\

Domain-specific Knowledge Language Processing
Generaliz{a}bility [ LLMs ] [ KGs ]

Symbolic-reasoning
V4
Text = LLMs = Output KG-related = KGs — Output M
Input Tasks

Knowledge Representation

a. KG-enhanced LLMs b. LLM-augmented KGs c. Synergized LLMs + KGs
For KG Construction For KG Reasoning Jointly

Unifying Large Language Models and Knowledge Graphs: A Roadmap (2023)
Large Language Models and Knowledge Graphs: Opportunities and Challenges (2023)

. Exploiting Higher- Developing Stronger Optimizing Data & .
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A ul Datasets

d Low-resource NER: Few-NERD
d Low-resource RE: FewRel, FewRel2.0, LREBench, Entail-RE

O Low-resource EE: FewEvent, Causal-EE, OntoEvent

Also we can sample low-resource data from general full datasets, such as Text2KGBench
0 X Toolkits
4 Traditional

0 DeepKE, OpenUE, Zshot, OpenNRE, OmniEvent, OpenKE, NeuralKG, NeuralKG-ind,
DeepOnto, PromptKgG, ...

O LLM-based
0 KnowlLM, AutoKG, GPT4IE, ChatlE, ...

66


https://github.com/thunlp/Few-NERD
https://github.com/thunlp/FewRel
https://github.com/thunlp/fewrel
https://github.com/zjunlp/LREBench
https://github.com/231sm/Reasoning_In_KE
https://github.com/231sm/Low_Resource_KBP
https://github.com/231sm/Reasoning_In_KE
https://github.com/231sm/Reasoning_In_EE
https://github.com/cenguix/Text2KGBench
https://github.com/zjunlp/DeepKE
https://github.com/zjunlp/OpenUE
https://github.com/IBM/zshot
https://github.com/thunlp/OpenNRE
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Tourism plays an important role in the
economy of Macau, the people from

Mainland China being the region's most
prolific tourists.

14

AN

Treaty of Peking
Population

® 2022 estimate
Transfer from Portugal

T
Location of Macau within China
Sovereign state China
Portuguese lease 1557

1 December 1887

672,800
20 December 1999

Largest parish
by population

Nossa Senhora de
Fatima

Official languages

Chinesel1l[21[a] .

Portuguese[ﬂ[z][b]
Regional language Qanmnese[""] .
Macanese

Image

Text

KG
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GOLDEN STATE WARRIORS 1h

LeBron's future, overrated players and
top-10 tweaks: NBArank in review
BROOKLYN NETS 2 \BA

NBArank's top-5 finale: Euro-tripping
through the league's top stars
DENVER NUGGETS

Who is Joe Mazzulla? His journey to the
NBA and what lies ahead for Boston

BOSTON CELTICS 3d - Tim Bontemps

Why Robert Sarver's eventual sale
doesn't necessarily mean the NBA's
problem is solved

PHOENIX SUNS 5c¢

Mercury need strong leadership more
than ever as Sarver prepares to sell
Phoenix NBA, WNBA teams

PHOENIX MERCURY

(

N
NBA media days: The best quotes

from around the league as teams kick

Chan

Roll over image to zoom in

Size: 6 ft Verified Purchase

Report abuse

\ Helpful

6 Mini Christmas Tree, 22 Inch Small\

Christmas Tree with Lights Xmas Hat
Tree Top and Mini Christmas Tree
Ornaments Tabletop Artificial Xmas
Tree for Christmas Decorations

\ Indoor Home Decor )

~\

19
No Import Fees Deposit & $18.22 Shipping to China Details v
m (] Save an extra 20% when you apply this coupon

Terms v
Brand BSTCRAFT
Color Green

Material Polyvinyl Chloride
Item Weight  15.36 Ounces

Item Package 1

Quantity

Package Bk
Information

Occasion Thanksgiving
Special Light Up

For the most part it was an easy assemble. | had to get the

enough and had to wrap tap around base of top layer since it was loose but that fixed the issue. Once up
and fully expanded | was surprise to see how the tree came out. The multicolor lights that came with the
tree are beautiful and with a few ornaments the Christmas Tree came out perfect.
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Multimodal knowledge:
is an awareness or understanding of someone
or something in different multimodalities.

Why we need multimodality and
reasoning?
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Result :
Yao Ming (100) THEAK::
Wi" Smith (39) 3 B See allimages

Will Smith

American Actor

Visual Entity Disambiguation
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XUZR

of XR—BIE, BETIHINFALEFNE (3£140R)

XK REAMRITERR
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XK RAIEEDBLEIEE
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XUZR: REIABESIERA
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Liu Huan was met by fans in an American supermarket,
bought $8 bread and signed autographs for fans

Textual Entity Disambiguation

Liu Huan
Ed
N W Pm
R
S
ont
173cm
xiw
B 196328 A 268
5 RBR. WRA. B@GHEA, APEFRNR

EFX R RAEX P T

ERGUBOHMAE

DEHEFES. WROAK. OPHKE. FHA
1918, B—F. SFRW, MEMRE, RRFY
CCTV MIVEFERB DN BT

(HFEREN) #HRMR
{EZHRBRM S T FREMEL
B+BEERE RPN 2 RERNFIRX
MBI R R T

Huan Liu

Computer scientist

Huan Liu is a computer scientist at Arizona State University in
Tempe, Arizona. He was named a Fellow of the Institute of Electrical
and Electronics Engineers in 2012 for his contributions to feature
selection in data mining and knowledge discovery. Wikipedia
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Node:

* Image entity
* Text entity o

» Visual concept @ oo
» Textual concept g m

‘y\\\’)e[//))

Leonardo
da Vinci
%‘4 &
ko)
" . Q\ac B'U p
Relation: @ |
ested N
o -
IS a \ , La Joconde a
. . O ’f,;,.,)o{ Washington
* has-visual-object ,
 meta-of @

* has-tag

* co-locate-with
Dihong Gong , Daisy Zhe Wang

Towards Building Large-Scale Multimodal Knowledge Bases 4
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- city ~ wiki Bmg | : I Mt -
vl e - - | s § !

: | ﬁ> Cepte Sy ~ sameAs
sight person (@ @ B > -

LI ~ Diversity (o —em)
WIKIDATA 'Google Yahoo - cag | T
\ i ; \ ~~ll-- ; . Image relation
KG sources N image - ... Feature.....~ e
sources

E Data Collection } E Image_ {Relation Discovery}

not so similar

ikt ! N —
jE==g=—=y
Diversity detection Visual relation ontology

Richpedia: A Large-Scale, Comprehensive Multi-Modal Knowledge Graph. Big Data Research, 2020
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Challenges:
Parsing text fo structured semanfic graph

Parsing images/videos to structures

Grounding event/entities across modalifies

Multimodal argument role

?

Text graph {} Scene graph

Applications
Multi-Modal

Story Generation and Summarization Knowledge
Graph

:,E. awn | [P

fe 5

Question Answering

Commonsense Discovery

Shih-Fu Chang, Alireza Zareian, Hassan Akbari, Brian Chen, Heng Ji, Spencer Whitehead, Manling Li
Multimodal Knowledge Graphs: Automatic Extraction & Applications
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* Multimodal Named Entity Recognition
- Multimodal Relation Extraction

* Multimodal Entity Alignment
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Leverage purely text-based entity span detection
as an auxiliary module, and design UMT to guide the
final predictions with the entity span predictions

Bi-directional LSTM network with CRF and an
adaptive co-attention network

CRF
Layer

Multimodal Transformer for MNER

Adaptive
Co-attention
Network
Layer

fAdaptive Co-attention Network b
A, internal structure. Taking A, as an
example.

. L 1 L Image
Feature

Hidden
Layer

Backward
LSTM

e N = ]
IEIIEIIEHEI-E]IE];

sSNe!
Word e A\ b
Representation (S
5 [CLS] Kevin Durant enters  ...... Jordan [SEP]
[Hldden Layer ] [ lmage Feature ] Textual Input Visual Input

Text Rocky is ready s Image

Char

\ A \
N \ \
H 1 ] H !
1] f 2 ]
l, II ll
Representation D G D D D

Multimodal Named Entity Recognition for Short

Adaptive Co-Attention Network for Named Entity
Social Media Posts (NAACL 2018)

Recognition in Tweets (AAAI 2018)
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Stack multiple graph-based multi-modal fusion layers that iteratively perform semantic
interactions to learn node representations

General Words
(misc. person.
location, organization)

p
k CRF Decoding )

E

v
Noun Phrases
(Photo of Helmut Kohl.
the Brandenburg gate)
Ve Yoy o Vg Ud W
BERT Encoder
Eis) Eeneo | Ea Brcimatl  [Brtt; | Ea| | Eila
e
Ea Ea Ea Ea Ea Ea Ea
+
EO El Ez E] E4 E_l E(,

|ICLS] Phow  of Helmur  Kohi

)

| Textual FFN
Graph-based
Multi-modal Fusion T
Cross-modal
Gating

 Add&Norm

I, X3 |
Textual

Sell=Auention

: X
Visual FFN |

T
I

Cross-modal
Gating

 Add&Nomm
|

FFN

-

» Add&Norm
|
Visual
Seolf Attention
4 4

MLP |

Eiw, |Enb

ga Epsiv
Ea Ea Ea
Er Eg Eg L :

ar the Brandenburg gare |SEP|

Multi-modal Graph

e/ /I

Multi-modal Graph Fusion for Named Entity Recognition with Targeted Visual Guidance (AAAI 2021)
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Dual graph alignment method to capture this correlation for better performance

2

Input Image Parsed Scene Graph : it ; .
P i Multimodal Graph Structural Alignment Multimodal Feature Fusion & Prediction
____________ \ /—_—___——_—_——__\
Structure Alignment Map \ /Struclurc Aligned Weight \\
unnaﬂ I / '/ """" \‘ ~ Aligned Visual Representation \
1 . I I 1 1 L # T e ¥
2 B |- | -0 : D
— 3 . I 1 o_ £ _O 1 | : I
: [ U BEeE o S o
5 | I d : :
I I Semantic Aligned Weight '\\ A I
/ I I’ g .‘ 0o 70 \‘l Entity Representation I
——————————— ~ < Ao |
Multimodal Semantic Alignment I : ::,; :;8 - - I Ent1 | |
——————————— —_— 1 - ' S—
= SR 1P |
Input Text Attention Map \ I Vo m i ———— l N /' I
P nnnnun I I Textual Semantic Representation ' I
Forget the dresses, Ang 1 | I S % |
Lee[PER] is my favorite (00 =t B | I & E
Oscar[MISC] actor ,, T | aeenad T |
1 I i .

3 | \ - ' Relation: ‘per/misc/awarded’ ; I
—- \ .\ 7 T @m0 .m0 0 0 /
A ¥ : /
____________ ~ \\_______________..__._.__./

Multimodal Relation Extraction with Efficient Graph Alignment (ACM MM 2021) 20
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Hierarchical visual prefix fusion network

Pyramidal Visual Feature

[ Task outpput Layer ][>

s 5, g ) T ‘ R ) -V U7 U SN TransforT;r layer ; semantic-
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' Resnet Encoder | U . ! G, Scaled Dynamic Hierarchical | Pretrained Language Model
~ " Vyiitispaleq Reajuge, . Feature _ Gates Visual Prefix
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+
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Global images
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Good Visual Guidance Makes A Better Extractor:
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el Add & Norm
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TAIL: SMU
Ralation: memof

Feed
Forward

Add & Norm

Multi-Head
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T
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Hierarchical Visual Prefix for Multimodal Entity and Relation Extraction (NAACL 2022 Findings)
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Good Visual Guidance Makes A Better Extractor:

Hierarchical Visual Prefix for Multimodal Entity and Relation Extraction (NAACL 2022 Findings)
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MKGformer, a hybrid transformer for unified multimodal knowledge discovery

| E Multimodal Entity
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(a) Unified Multimodal KGC Framework. (b) Detailed M-Encoder.

Hybrid Transformer with Multi-level Fusion for Multimodal Knowledge Graph Completion (SIGIR 2022) 84
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Multimodal KG Construction: MNER and MRE

Motivated by the fact that the cross-modal misalignment is a similar problem of
cross-lingual divergence issue in machine translation

High-Resource Divergence Estimation NER Output | | RE Output
B-PER -’.Trump
Language Image 0 Member_of
Corpus Set N i
i ‘L Strengthen
Text Input
P . Unified Complement *
Sentence: “Fair trade now Vision la:guage e Divergence_aware
s S - eaken : %
fnol trade., SEREY vents R Multimodal Fusion
anger on NATO allies. C oo
with SCL orrelation Scores
Tokens Phrases
- = k | 1 1 |
Visual Grounding Language
based on > . Encoder
Noun Phrases Generative Back-translation Siresi é Comp. %
, - Scores Scores
Language Image Vision
Image Input Encoder Generator Encoder
- Stren. Comp.
S Scores Scores
: Vision
Encoder | 1 1 :

Patches Regions

Rethinking Multimodal Entity and Relation Extraction from a Translation Point of View (ACL 2023)
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Motivation: Multi-modal KGs usually contain images as the visual modality, like profile photos, or posters.
Most KG are usually incomplete and often complementary to each other. Integrating multiple KGs into a
unified one can enlarge the knowledge coverage.

Task: Multi-modal entity alignment (MMEA) aims to identify equivalent entities between two different
multi-modal knowledge graphs, which consist of structural triples and images associated with entities.

KGl1

producer director

.

buget released

[ 1.37e8 } [2003—06—17}

_____________

alignment

directed by actor
""""" Hulk
release date buget
5003, [ 137000000}

KG2

An example mapping of MMEA
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Existing Models:

 structure-based methods that solely rely on structural
information for aligning entities, e.g., BootEA, AliNet.

 auxiliary-enhanced methods that utilize auxiliary
information (such as attributes, descriptions) to
improve the performance, e.g., MultiKE, HMAN, BERT-

IG) N
B~
E® 7
>
ol ; 3
KG2 :
7
K N
N
=
E A

INT.

- multi-modal methods that combine the multi-modal aad
features to generate entity representations, e.g., MMEA .
HMEA, EVA.

Gaps

« These methods focus on how to utilize and encode information from different modalities (views),
while it is not trivial to leverage multi-modal knowledge in entity alignment because of the
modality heterogeneity.

« These methods mainly utilize multi-modal representations to enhance the contextual embedding
of entities, nevertheless, customized entity representations for EA and inter-modal interactions

are often neglected in modeling.
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MCLEA, a Multi-modal Contrastive Learning based Entity Alignment model, which effectively integrates
multi-modal information into joint representations for EA.

The proposed MCLEA consists of

»Multi-Modal Embeddings: learns modality-specific representations for each entity.

»Contrastive Representation Learning: jointly model intra-modal and inter-modal interactions.

ICL IAL ICL IAL ICL LI IAL ICL
! EB e | e e
Joint Embedding . Structure Embeddmg Attribute Embeddmg cee i
_ Structure Encoder Attribute Encoder
O entity a a Y Y
D attribute value
producer relation [ 1.37e8 } [2003'06'17J 137000000 -
. } ] buget ;
buget  attribute d director | directed by actor buget released i
i o UCCFHulk (flim 0T @ Hulk (ﬂl@ """"""" @ eee
@ weighted concat produced by actor title runtime release date

) writer o :
"""" alignment seed @ KGI@@( Hulk (en)] [ 8280.0 Jygi|  (20035) kao Hulk (film)

Intra-modal Contrastive Loss, IAL: Inter-modal Alignment Loss

Multi-modal Contrastive Representation Learning for Entity Alignment. COLING 2022
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different ratio seeds

Supervised setting on FB15K- Models FB15K-DB15K FB15K-YAGO15K
DB].SK/YAGO].SK H@l H@10 MRR H@1 H@10 MRR
PoE 126 251 170 | 113 229 154
.| HMEA 127 369 - | 105 313 -
S| MMEA 265 541 357 | 234 480 317
| EVAx 134 338 201 | 098 276  .I58
A . £ 1 { RN f A7,

. . . Improv. best % | 67.9 30.3 49.6 65.8 335 49.5
MCLEA is basically superior to | | |

: . PoE 464 658 533 | 347 536 .44
the previous multi-modal | HMEA 262 581 - | 265 581 -
methods under different ratio of S| MMEA 417 703 512 | 403 645 486

: : o EVA 223 471 307 | 240 477 321
seeds, especially with only 20% MCLEA Ours) | .573 800  .652 | .543 759 616

training seeds
138 223 | 347 177 267

417 78 - | 433 801 -
500 869  .685 | .598  .839 682

370 585 . 394 .613 471
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Similarity Distribution of Representations

> It shows that contrastive learning (ICL and IAL) enable more discriminative entity learning in the joint
representations.

+: with ICL/IAL

-: without ICL/IAL
2
g
high top-1 similarity -
and a large similarity '
variance -0.5
-04

Similarity visualization of representations of test entities and their top-10 predicted counterparts
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0.8 A
Two dogs play with an
orange toy in tall grass. 0.6 1
S 0.4
%
S 0.2
@
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£ 0.0 A + *
Q
2
Q
. . . 5 —0.2 1
Zwei Hunde spielen im =
hohen Gras mit einem —0.4 -
orangen Spielzeug. o

trgmul decinit

Only needed for incorrect, ambiguous, and gender-neutral words

Adversarial Evaluation of Multimodal Machine Translation. EMNLP 2018
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Multi-modal

Datasets . Multi-modal knowledge embedding knowledge fusion

MMKG FB15K-DB15K and
FB15K-YAGO15K @) OH

Lest(E,EC EW E™) = oy |[E — BV + aaf[E — EQ[|3 + as]|[E ~ EM[3,

Cz—Zlogp(t | O 505, ). O

teT Chen, Liyi, et al. “MMEA: Entity Alignment

, . . for Multi-modal Knowledge O
Liu, Ye, et al. “MMKG: multi-modal Graph.” International Conference on

knowledge graphs.” European Semantic Web Knowledge Science, Engineering and
Conference (ESWC 2019). Management (KSEM 2020). (Best Paper)
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Issue 1: Visual inconsistency between equivalent entities

Flag of Oakland_(Californie) ~SKkyline of Oakland,_California Logo of Little Mix Little Mix at a music festival
1852
From French DBpedia From English DBpedia From French DBpedia From English DBpedia

Issue 2: Incompleteness of visual data
30%-40% of 15k aligned entity pairs in DBP15K lack at least one image.

To what extent or under what circumstances is visual context truly helpful to the EA
task? Is there a way to filter potential noises and better use entity images?

Probing the Impacts of Visual Context in Multimodal Entity Alignment[J]. Data Science and

Engineering, 2023, 8(2): 124-134.
93
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Method: Visual noises identification

1. Obtain entity types (classes) and define Inter-class conflicts.

2. Take entity types as the labels of corresponding images, and train classifiers.

3. ldentity entity images which the top K predicted labels and their true labels are

semantically distant.
- Predicted label (top 1): Politician
) cftP,T)< A W

< Tam
3 ‘.1 True label: Politician

level 3

instances __
chk Nash 4 Bryan_Trottier

e;: Lyndon_B. Johnson (French DBpedia)

7/
mstance instance
Bar ack Obama

_Jeff Flake

potential noise

» Predicted label (top 1): Company
Y cft(P,T) > A »%‘4&—«—\
‘j | ‘ %F £ True label: Politician x

M,,=0

ey: Lyndon_B._Johnson (English DBpedia)

Probing the Impacts of Visual Context in Multimodal Entity Alignment[J]. Data Science and
Engineering, 2023, 8(2): 124-134. 94
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Entity alignment results on

DBP15K.
A FR-EN JA-EN ZH-EN

HQl |H@l0| MRR | H@l |HQ@I0| MRR | H@l |H@10| MRR
MTransE [4] 0.224 | 0.556 | 0.335 | 0.279 | 0.575 | 0.349 | 0.308 | 0.614 | 0.364 , _
IPTransE [27] 0.333 | 0.685 | 0.451 | 0.367 | 0.693 | 0.474 | 0.406 | 0.735 | 0.516 | SIMPIeEA:
JAPE [15] 0.324 | 0.667 | 0.430 | 0.363 | 0.685 | 0.476 | 0.412 | 0.745 | 0.490 |  using only structural information
GCN-Align [21] 0.373 | 0.745 | 0.532 | 0.399 | 0.745 | 0.546 | 0.413 | 0.744 | 0.549
SEA [14] 0.400 | 0.797 | 0.533 | 0.385 | 0.783 | 0.518 | 0.424 | 0.796 | 0.548
MuGNN [2] 0.495 | 0.870 | 0.621 | 0.501 | 0.857 | 0.621 | 0.494 |0.844 | 0.611
HMAN (23] 0.543 | 0.867 | - |0.565|0.866| - |0.537|0.834| - Masked-MMEA:
AliNet [17] 0.552 | 0.852 | 0.657 | 0.549 | 0.831 | 0.645 | 0.539 | 0.826 | 0.628 structural similarities + visual similarities
MultiKE [24] 0.639 | 0.712 | 0.665 | 0.393 | 0.489 | 0.426 | 0.509 | 0.576 | 0.532
EVA [12] 0.700 | 0.891 | 0.768 | 0.622 | 0.846 | 0.701 | 0.596 | 0.816 | 0.674

+.005 | £.005 | £.004 | £.004 | £.008 | £.005 | £.007 | 4+.008 | +.007
. 0.504 | 0.826 | 0.616 | 0.505 | 0.797 | 0.608 | 0.479 | 0.772 | 0.582
SimpleEA

+.005 | £.004 | £.005 | £.005 | £.006 | £.005 | £.005 | 4+.007 | +.006
Masked-MMEA (1) | 061 | 0:889 | 0.742 | 0.602 | 0.852 | 0.692 | 0.582 | 0.827 | 0.670

+.007 | £.004 | £.006 | £.004 | £.006 | £.004 | £.006 | 4+.008 | +.007
Masked- MMEA (1) 2712 0:001/0.779 0.627 | 0.858 | 0.711 0.612  0.837 |0.693

+.005 | £.003 | £.004 | £.005 | £.005 | £.004 | £.006 | +.006 | &.005

* The results of EVA are reproduced by only utilizing structural and visual context, as the setting of Masked-MMEA.

Probing the Impacts of Visual Context in Multimodal Entity Alignment[J]. Data Science and
Engineering, 2023, 8(2): 124-134.
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p
Academy Award ]—b[ Academy Award ]
| for Best Actress Category

B What extent the visual context can
improve the quality of knowledge
graph tasks over unimodal models?

We argue that visual information is
not always useful.

[ NCAA l l [ 2012 NCAA |
Basketball MOP Men's Division
Season /

maybe, the key is “Relation”

B We also intend to probe the effect of
different visual feature encoders.

w
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FB15K-IMG
Models
MR Hits@1 Hits@3 Hits@10
TransE [4] - 0.247 0.534 0.688
DisMult [33] - 0.218 0.404 0.582
ComplEx [27] - 0.599 0.759 0.840
RotatE [26] 43 0.750 0.829 0.884
TorusE [7] - 0.674 0.771 0.832
TransAE [30] 53 - - 64.50
RSME(No Img) 37.18 0.724 0.824 0.885
RSME(VIT) 35.76 0.794 0. 867 0.908
RSME(VIT+Forget) 25.48 0.802 0.881 0.924

Number of Triples Image Effective Rate

0-50 0.715
50-100 0.794
100-500 0.802
500-1000 0.839
1000-2000 0.906

WN18-IMG-S FB15K-IMG-S
relationship MPR relationship MPR
_hyponym 0.094 | active_moieties | 0.000
_hypernym 0.132 tennis_winner 0.000
_has_part 0.100 | dog_breed/color | 0.158
_part_of 0.117 river/mouth 0.280
_member_holonym 0.048 cause_of death | 0.557
_synset_domain_topic_of 0.146 religion 0.593
_derivationally_related_form | 0.138 category 0.605
_member_of_domain_topic | 0.084 judge 0.805
_member_meronym 0.076 | country_of origin | 0.852
average MPR 0.104 average MPR 0.386

Meng Wang, Guilin Qi et al. Is Visual Context Really Helpful for Knowledge Graph? ACM MM 2021

98



I Is the multi-modal really helpful?

(0

IJCAI/2023 MACAO

Results on real-world dataset

Model | Hits@11 Hits@31 Hits@l10t MR] MRR?T
Unimodal approach
TransE (Bordes et al., 2013) 0.150 0.387 0.647 118 0.315
TransH (Wang et al., 2014) 0.129 0.525 0.743 112 0.357
TransD (Ji et al., 2015) 0.137 0.532 0.746 110 0.364
DistMult (Yang et al., 2015) 0.060 0.157 0.279 524 0.139
ComplEx (Trouillon et al., 2016) 0.143 0.244 0.371 782 0.221
TuckER (Balazevic et al., 2019) 0.497 0.690 0.820 1473 0.611
KG-BERT (Yao et al., 2019) 0.092 0.207 0.405 61 0.194
StAR (Wang et al., 2021a) 0.176 0.307 0.493 79 0.280
Multimodal approach
— TransAE. (Wangetal . 2019) _ _ L _0274____0Q489 ___ Q715 36041 |
LRSME (Wang et al., 2021b) 0.485 0.687 0.838 72 0.607 1
MRGOIMECIRT & 317 2022) = T = 0348~ = = ~065T ~ =~ "U82Z =~ =23~ ~0375""*

Dataset # Ent # Rel # Train #Dev  # Test
OpenBG-IMG 27,9101 136 230,087 5,000 14,675
OpenBG500 249,743 500 1,242,550 5,000 5,000
OpenBG500-L 2,782,223 500 47,410,032 10,000 10,000
OpenBG (Full) 88,881,723 2,681 260,304,683 - -
WikidataSM 4,594,485 822 20,614,279 5,163 5,133
OGB-LSC 91,230,610 1,387 608,062,811 15,000 10,000

Table 2: Summary statistics of OpenBG datasets. {:
there are 14,718 multi-modal entities in OpenBG-IMG.
OpenBG (Full) do not have a train/dev/test split. OGB-
LSC refers to the WikiKG90Mv2 in OGB-LSC.
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Figure 4: A snapshot of OpenBG.

Table 3: Results of the link prediction on OpenBG-IMG. The bold numbers denote the best results.

Construction and Applications of Open Business Knowledge Graph 2022

[Bezi0] Tt
FACKBF AR, PRTIRICKK, Fh
M PR R, ROk,
PR, WK, HRIBK, SRR
Yy, LSRR, BRI, R,

ice Balls
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Event Centric KG Personal KG Spatlotemporal KG

Event: Trump, Selected_as_President_Cadidate Label: intention

Value: phone

/| Type: nult

/’ System_time: 2021-1-12 16:31:11

/
/
Label : User / T
alue
Value: Haofen — K
\
\ X

Birth Marriage EndPosition \
Event Frames - vithdate - date - time \ o ent
(Barack Obama, Spouse' Michelle Obama) - birth place - location - company Svatem 4 me: 2021-2-2 17:13:26 - .

+ name - male -+ position - User Profile
Causal relatio 'T'e | relati Graph composing events, interests,

; ausal relation, Temporal relation, ) A ) o

Triples in form of (s p 0) Event Relations Co-reference relation, Sub-class behawgrs of ?n individual upder the Expand knowledge representation level in time
L relation... protection of privacy and security series and space dimensions

Knowledge types: simple -> complex, static -> dynamic, community -> personal, plain -> spatiotemporal

MMKG|

Still many unsolved
problems

IMGpedia
2015,2017

ImageNet,
Visipedia
2009,2010

tically extractir

i-supervised learning
scovers common sense
relationships

* Ontology Axioms « Embedding based Rule

Learning (e.g., IterE,
NeuralLP)

Semantic Web

formats
IMGpedia

« Datalog
« Interlinking Multimedia
- Apply Linked Data

Principles to Multimedia
Fragments

Limited to explicit representation

Knowledge Strong interpretation

Graph

Implicit Representation
built upon the backbone < NEIL: Image

of the WordNet Knowledge .
IMAGENET ir” — Symbol Symbolic + Neural Embedding

Explicit Representation Easy for implicit knowledge

» Inductive Rule Learning (e.g., Embedding . Lack of explainability
AIME) * GNN-based Reasoning
« Ontology Embedding

Inductive Reasoning

Traditional symbolic knowledge representation methods are difficult to accurately represent complex knowledge such as dynamics,
Challenges processes, and cross-modalities. At the same time, how to combine symbolic reasoning methods based on knowledge graphs and
neural reasoning methods is extremely challenging.

* Graph Structure (e.g., PRA) * Knowledge Graph

The Evolution of Multi-modal KG 100
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Al & Machine

Learning NLP

Knowledge Representation Information Extraction

Representation Learning

Knowledge Base Population

Scene Graph Generation Multi-sources Collecting

Knowledge Discovery Pre-trained Model

Visual Question Answering Spatiotemporal Modeling

MM Representation Learning cV Multi-modal KG Heterogeneity loT Transfer Learning

Visual Semantic Understanding Few Shot Learning

Graph Database Semantic Search

Visual Explainability Continuous Learning

Graph Mining Question Answering

Graph Computing Recommender System

Database Web & IR

The life cycle of KG construction: more types/sources, advanced techs, rapid updates, ad— 101

The multi-scale, multi-modal, and multi-disciplinary characteristics of data have put forward new requirements for knowledge

Challenges representation, collection, extraction, storage, computing, and application. Among them, it is necessary to overcome few shots,
explainability, and domain adaptation issues. How to realize knowledge update at a low cost is also extremely challenging.
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LSCOM

Broadcast
News l
Video Topic | Video Genre | [ subject /Action in Video | [ Graphics | [ scene / Recording Setup |-
Advertisements | Current Affairs | AL AR .
clusive News] Map Charts / 3 Outdgor -]

Headlines I

Non-

Graphics

COMM

“Dasaription zmiitype="lcntentPatitylypa®s
<MelzimedloContens xai:type—"InageTypa®>
Slmayge 1d-"IMA1"“-
«Spatlallecomposition>

<5tillieg_on 1d="SRL">
<Ssaantic>
<Lebal><Nane> Roossvelt </Nane></label>
</Semantic>
</t Angion>

<RI mg ' on i AaTERINS

TextAanotation™ £jes Taxchnnotationlype --»
Koyvardinnotatliond><Xeywvord> Churehill </Xeyvordr</KeywerdAnrosationd>
</Tea.Auouletiv®

<fstilldveyglons

<Sulllxmgion id="SRIT-
csamartic>
<Deflinition> <l== Also TexcAnro'st!onType -->
<ftrocturedimmotatiom><Wic><Nare> Stalin </Vame></Nto></Strecturedimmotation>
</Definition>
</ Boamant i
</etillReqion>

Informative

Close up/

COMM: A core ontology for multimedia annotation, Handbook on Ontologies, 2009

ImageNet,
Visipedia

2009,2010

« Interlinking Multimedia
« Apply Linked Data
Principles to Multimedia
Fragments built upon the backbone
of the WordNet

- Labeling Images with a Computer Game

IMAGENET

M (VISIEediai
2008, 2009

NEIL: Image
Knowledge
Miner
2013

IMGpedia
2015,2017

Semantic Web  (§

formats Im G

MMKG

still many unsolved
problems

Multimodal
Knowledge
Graph
2019

> Cross-modal Relations

Data Types Cross-modal Domain
relations

DBpedia Text, Images v Open domain
Wikidata Text, Images J Open domain
IMGPedia Text, Images v Open domain
MMKG Text, Image v Open domain
KgBench Text, Images v Open domain
Richpedia Text, Images v Open domain

Knowledge Forest Text\,/iI gr;e:)ges, v Education
Baidu KG Text\,/ iIg;e(l)ges, v Open domain
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|
[<
' 1
<CLS> Man shopping for fruit . <SEP> 1
(Wo S SheRp NG BF M Embed]—»[ TRM_J=5{Co-TRM}—[ TRM | 1+ )

Co-TRM}—{ TRM ]—.——»[h H j

___________________

VILBERT, NeurIPS 201 9

Oscar

UNITER
VisualBERT

. VL-BERT
Pixel-BERT

LXMERT .
ImageBERT Unicoder-VL

Contrastive Learning

Multimodal machine learning: A survey and taxonomy.

|IEEE transactions on pattern analysis and machine i Efficiency Fine-arained Prompt
intelligence 41.2 (2018): 423-443. : 9 P

Few-shot Effect Analysis
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‘ * GPT-3 A

175B Parameters
General Model

CRITIC

Fine-tuned RoBERTa
filters for quality

ATOMIC10X

6.5M Examples -
Commonsense KG =

COMETdIstII

1.5B Parameters -
Commonsense Model@

xReact
so, X feels

X 1s not well
liked

Symbolic Knowledge Distillation: from General Language

Models to Commonsense Models

Symbolic+Neural

Symbolic Knowledge

Yejin Choi

lonely

We're
making a
green-
house.

It's thin
plastic, so
it'll be easy

to cut.

So I'll cut it
with a
circular
saw.

For my
morning >
routine, | ...

g e
onto be fore he leaves?
Which of the chef's
hands has a watch?

(Wverp);

4
ab ) i
TP S pointing?

MERIOT

19pooud Ajuo abenbueT

oLs Contrastive ! Temporal ordering Unmask words
Frame-caption !
. matching ! mask=
e
- f |
cLs |[e———— > | R
i Joint Vision & Language Transformer Encoder
4
CcLs <—>._\ . w|HW CLS|1,1 [ﬁ’ CLS| 1 .. cLs| 1 m
i t ¢ t t t t t 1 1
Image Image Word Word
Encoder Encoder embed embed
f ¥
CLS B . . A . .
It's thin plastic, So I'll cut it with
so it'll be easy a circular
to cut. [MASK] =3

Multimodal Neural Script Knowledge Models
NeurlPS 2021
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“The mere formulation of
: a problem is often far
more essential than its
solution, which [...].
requires creative
imagination and marks
r@al advances in science.”

- Albért Einstein, 1921

Embodied

Multi-modal

Embodied, (inter)active
Explorative <->
Exploitative

Multi task, generalizable

[Held, R. and Hein A. (1963). Movement-produced stimulation in the

development of visually guided behavior. Jouranal of Comparative and
Physiological Psychology 56(5): 872-876.] 105
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High-Dimensional Similarity Query Processing

representation

Vi _.~ of users as high-

-

-

e dim vectors

Recommendation
— Model

o )
s — )-
Groph |—( )

% .
< Find similar

minded users

Nearest Neighbor (of q): o*
dist(o™®, q) = min {dist(o, q), o € D}
Generalizes to k-NN

c-Approximate NN: o
dist(o, q) < ¢ * dist(o™, q)

one of the 100 joint y
Clusters in the 4-dim space I'

by Wer Wang in PVLDB 2020

Gaussian

Vectors
Querying

The distribution of real
multi-modal data in the
embedding space
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Dculy survey

s [

Indoor weather station Wearables

Segmentation

> 4
e 3

critical for multi-
modal sensor data

(

K e
s ik
“Segmentation” is
| g
Air Temperature (°C) ppm)
20 000
— 19 700
18 0
17
[ 16
15
R1 _ 14
| 13
. 12
- 11
10

Accelerometer Gyroscope Compass
‘ *  » * =» |

/ \,

..
s

N\ /

(a) Temperature (b) CO; level

. IMWUT
GPS Light sensor Barometer Time'series Segmentation 2020
Non-visual Multi- Self-supervised learning
Transfer learning with contextual information
modal Data

Keynote by Flora Salim in KDD 2021
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Text to image

> Stable Diffusion:

agacal acdont Iscarr
sdrood cchilkeys,
atrcey ad oge wind. )

» Midjourney
> Artflow
> Craiyon

> Disco Diffusion
> Aphantasia
> Text2Art
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DAII E

stable diffusion

ERNIE VilG

A woman is

her glasses

pouring water into

Knowledge-Enhanced before Disambiguation
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Embodied S
Relations
Knowledge-Enhanced
Vectors
Fine- Querying

gramEd Complementary

Segmentation
° Symbolic

+ Neural
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Uncertain KG Construction and Reasoning

https://openkg-tutorial.github.io/

Tianxing Wu
Southeast University
19, Aug, 2023

Artfl al Intelligen rganlzation


https://openkg-tutorial.github.io/
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Uncertainty in Artificial Intelligence

GLOBAL &1

S =%l

V@ EDITION

IV Uncertain knowledge and reasoning
12 Quantifying Uncertainty ... 385
13 Probabilistic Reasoning ... 412
14 Probabilistic Reasoning over Time ... 461
15 Probabilistic Programming ... 500
16 Making Simple Decisions ... 528
17 Making Complex Decisions ... 562
18 Multiagent Decision Making ... 599

s Artificial Intelligence
Peter A Modern Approach

Norvig Third Edition

ALWAYS LEARNING PEARSON

The Annual Conference on
Uncertainty in Artificial Intelligence
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Uncertainty in Artificial Intelligence

Autonomous Driving Medical Reasoning

Edward H. Shortliffe Leslie E. Perreau
Gio Wiederhold - Lawrence M. Fagan
Assoc

Medical
Informatics

Computer Applications in

ERWIN B. MONTGOMERY, JR.

Real World

Sensors Daniele Chiffi

Clinical Reasoning:

camera road status
tachometer

engine status

temperature Reasoning & ! e j Uncerta'nty, and
Decisions Making Medical : . Values in Health
Reasoning ) Care

THE NATURE AND USE OF
MEDICAL KNOWLEDGE

Health Care and Biomedicine ~ KNO edge,

Effectors Actions
change speed

change steering

accelerator
brakes
steering

@ Springer
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Uncertainty in Knowledge Graph (KG)

The Development History of Knowledge Engineering

Semantic Networks Expert Systems  KL-One&CLASSIC Semantic Web Knowledge Graph

r~ Freebase
S{uniancoPenpaTa [ETERCHINGEN
ZHESHEIE NELL schema.org o _
.the new SEO7 Reasons for the uncertainties occurring:

a) Errors in automatic KG construction,
T >

b) Uncertain domain-specific knowledge.
- Ep—

'@ An open, multilingual knowledge graph

@ LinkedGeoData.org y 5
weskem linked me'%data

eeeeeeeeeeeeeee
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Uncertainty in Knowledge Graph

Reasons for the uncertainties occurring:

a) Errors in automatic KG construction,

4 Linked Data _
Graph-Mapping

Basic con

/Structured Data
() Database D2R
S R
G|
g Table
T| v Wfﬂppel‘
Semi-Structured< L|y— List
Data T ‘/]
e
Infobox —

Uicensing - infingem

Patent

Information Extraction

A
unstructured data
- [is[E@]

Text  Video Image
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Uncertainty in Knowledge Graph

Reasons for the uncertainties occurring:

b) Uncertain domain-specific knowledge.

KG Triples:
(Honda, competeswith, Toyota), (Honda, competeswith, Chrysler)

Question: Who is the main competitor of Honda?

Answer: Toyota
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I Research Background 0

Uncertainty in Knowledge Graph

Reasons for the uncertainties occurring:

b) Uncertain domain-specific knowledge.

KG Triples:
(type 2 diabetes, complication, diabetic nephropathy),

(type 2 diabetes, complication, diabetic foot)

Question: Who is the main complication of type 2 diabetes?

Answer: diabetic nephropathy

118



IJCAI/2023 MACAO
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Uncertain Knowledge Graph

ﬂi)etermmlstlc Knowledge Grap\ / Uncertain Knowledge graph\

oo \fConceptNet
DB VOGO || NELLoo A concepe

Triples are assigned with confidences
to describe uncertainties.

All triple are seen as correct!

1 <Al phaGo, Produced_by, Google> i

' <US, Synonym_for, America>
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Uncertain Knowledge Graph Construction and Reasoning

Technique Explanation: Computing confidences of the RDF triples in the KG.

v
Technique Explanation: Embedding KGs with triple confidences, and conduct link prediction.
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Uncertain Knowledge Graph Construction

AAAI 2018:

Does William Shakespeare REALLY Write Hamlet?
Knowledge Representation Learning with Confidence

Ruobing Xie, Zhiyuan Liu, Fen Lin, Leyu Lin
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Jane Austen

|h + r — t||

Pride and Prejudice

e

write /

/
) 4 Othello

write? ‘
; Hamlet ®

/ write Macbeth

.//

William Shakespeare

Local triple confidence

translation scoring function

1C(h, r,t) |— triple confidence

Yy |E(h,r,t)

e = pill = [l = (ei1 + -+ x|

Britain English

fg—langlage—bt\

bom in written language

( WIitU }
William Hamlet

creator characters in

Shakespeare \./

Claudius

Global path confidence

E(h,r,t) = [[h +r — t|]

D>

(h,r,t)eT (b, r' t")eT’
—E 7" ")) - C(h,r,t)

max(0,v + E(h,r,t)
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WWW 2019:
Triple Trustworthiness Measurement for Knowledge Graph

Shengbing Jia, Yang Xiang, Xiaojun Chen
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I KGTtm /0

Basic Idea:

1) Is there a possible relationship between
ﬂ f the entity pairs?

€D @D @

2) Can the determined relationship r occur
between the entity pair (h, ©)?

3) Can the relevant triples in the KG infer
that the triple is trustworthy?

Triple Trustworthiness

The triple trustworthiness measurement model of KGTtm.
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The graph of resource allocation
in the ResourceRank algorithm.

. Protestantism

Islamism

S

Obama

Effects display of the Translation
based energy function.

SaudiArabia

BinLaden

MemberState 2
=@ IslamicCountry

Pakistan

The inference instances for
triple trustworthiness.
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Christianity Islam

SaudiArabia

BinLaden

B MemberSt: h_». IslamicCountry

The inference instances for
triple trustworthiness.

Algorithm 1 Reachable Paths Selecting Algorithm
Require:
The knowledge graph (KG); A given target triple (h, r, t).
Ensure:
Multiple reachable paths most relevant to target triple.
1: Search the reachable paths from h to ¢ in the KG and store in
Pih,r,t) = {D1 s P}
2: For each p; = {(h, li,e1),(e1, 12, e2), ..., (en-1, In, t)}, calculate
1) the semantic distance between the r and all relations in p;,

9 r-l; .
as, SD(i(1.1) = % St,epu) T

2) the semantic distance between the t and all head entities in
t-e;

pi as, SD(pi(e).t) = & Ye epi(e) m

3) the semantic distance between the h and all tail entities in
1 h-e;
pi» as, SD(pi(e),h) = 7 Xe epi(e) Wléjﬂ

3. Calculate the average distance

SD(pi) = 5(SD(pi(e), t) + SD(pi(1), r) + SD(pi(e), h));
4: Select first TopK paths with the highest SD(p;) scores.
5: Return {p,- | 1 <i < TopK, Sort(SD(p;), descend)}
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CIKM 2022:
Contrastive Knowledge Graph Error Detection

Qinggang Zhang, Junnan Dong, Keyu Duan, Xiao Huang, Yezi Liu, Linchuan Xu



CAGED &

View II

~— Br; 0(*\“
Nationality 1B Iy W 5 i &=
®\ L ®ﬁ @=&-O
\ 7/

rS
°Umyed _CIzm=s===zzl] g

\\
7/
onai Founded 7 CEO ™
Ofﬂce produdo b Q ( )— H (\\ /L--@
g @ = @ - S
wv

Triples as Nodes

.. Z4
<Pa1rw1se Contrast>
via sim(xy, z,)
Z

The illustration of CAGED.

Confidence Score of A :
sim(X4,34) — |€, + &, — étl
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DEFINITION . Linking Pattern. For any two triples sharing en-
tities, i.e. Ty = (h1,r1,t1) N T2 = (ha, 12, t2), we have two linking
patterns: (i) sharing head entity (h1 = ha ® hy = t2), (ii) sharing tail
entity (t; = hp ® t; = t). For our construction criterion, we build two

triple graphs with these two linking patterns, based on the rationale
that these two patterns possess different semantics. Final Confidence Computation:

C(h,r,t) = o(sim(x;,z;) —A-E(h,r,t))
KG embedding loss:
o= s D i (O,y+E(h, r.t) — E(h, 7, 2))

(h.r,t)€G (h#.1)eG
— Joint Optimization

Contrastive loss:
exp (sim (x;,z;) /7)

Zje{l,z,...,n}\{i} exXp (Sim (Xi, Zj) /T)

Leon(Xi,zi) = — 10g
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WSDM 2023:

Active Ensemble Learning for Knowledge Graph
Error Detection

Junnan Dong, Qinggang Zhang, Xiao Huang, Qiaoyu Tan, Daochen Zha, Zihao Zhao
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(a) Initialization Stage With Overlaps

Detector I Q@O ®©® Lo T TN fDe;gcgorI
//“\ _- .’ Pt AN AN s \ U
\'\e\’mda Gates // t \‘ - - i3 ,’ @ @ 'I \‘ @ ‘ ie YES : $ | $ | $
! — z . of o — 7 ! Ly
L[ TR, I) Decctor I 9OQO® 1) ' O\ O\ @ :> ¥y T © < Detectorql
'Oo%‘ ®ill 6. I ’I F"Undé/ I \\9/ :g NO | . ﬁll! rﬁl
) Yoor | - N ~_ Oracle | ) Multi-armed
\‘Q‘/ ~o4- T\""" “"," ;;1“" Bandit Model
@__NTx % Detector HIQ )@ ® ' @ 0) /) swers \Detgct(())r I11
A ) 7 N 7 B Min
SeeT T i Dk
Eamo;:i prodvct® | é;f Base Detectors & Find Overlaps for Initialize Parameters
@ Detected False Triples Initial Active Learning for Three Arms
(b) Training Stage With Tailored MAB (c) Application Stage With Trained MAB
e Update 8 & 1 Answer: € YES RO
‘D AN f @ On (7 (x5)=0.2 P
! O £(%0)=0.9 5 O
00 ] r 9 ©0,, +
\ @ )/ f (i Bum) S (x)=0.7 N Q,’
L9, — — £(x5)=0.1 Pk Fx)=08 ® o
P b =B M il Kot N o © o
© O 0 0o, @ @ 0y oy [slsls) Jrmwres By Y
\ _
! ::> $[s|s £(x¢)=0.8 :> ‘ '\\ O _®; — f(x7)=0.1
‘\\O ®©/' - e -‘< | f X B ) I S (x10)=0.7 ® 08 RN ®/' ©
‘:—_—:' Initialized J(x7)=0.2 @ 0.7 LT TN Trained ()
- ~. nitialize
l,' 0o \ II, O @) \‘| f(x6)=0.4 Detected
\ O ' S (x2)=0.6 Rank and Query Oracle \® ® O/ S (x4)=0.3 Frrors
@ L f (o By ) S (x6)=0.5 NS Use Trained Model to
RIS f(x4)=0.3 -

After Using Q = 3 Budget Predict Remaining Errors

[1The illustration of KAEL.
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Summary:

1. To accurately compute triple confidences, it is necessary to consider multiple types of
explicit contextual evidences (paths, rules, subgraphs, etc.) and multi-view embedding
representation evidences together.

2. In the few-shot scenarios, how to effectively learn the triple confidences is worthy to
study in the future.
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AAAI 2019:
Embedding Uncertain Knowledge Graphs

Xuelu Chen, Muhao Chen, Weijia Shi, Yizhou Sun, Carlo Zaniolo
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] UKGE A

For each triple (h, r, 1)

+ Plausibility: ~ g(l) =7 - (hot)
- Confidence score: f) = o(9()),o: R —[0,1]

\

Transformation function {

¢(z) = min(max(wz + b, 0), 1)

1
¢(x) — 14+ e— (wz+b)
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Using probabilistic soft logic to infer confidences of unseen facts:

Logical rule

(A,synonym,B) A[(B,synonym,C)|— (A,synonym,C)
Atom [

Soft truth value 1())=s,lcL”
I(l) = f(l),le L™

Lukasiewicz t-norm iy Al = max{0,I({1) + I(l2) — 1}
1 Vi = min{l, I(ll) =+ I(lz)}
—l =1—I(lh)

Distance to satisfaction
dy =1 —py = max{0, I (Ybody) — I(Vread)}

|
- (college, synonym, university) A (university, synonym, !

Ground rule

 institute) — (college, synonym, institute)

[ (college, synonym, university)

} Observed

[5 (college, synonym, institute) Unseen

S

dy = max{0, I(ly Nl2) — I(l3)}
= max{0,s;, + s, — 1 — f(l3)}
= max{0,0.85 — f(ls)}

[, (university, synonym, college)
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§ UKGE "

Training Target: J=Jgt+J" Problems:

for observed facts: 1. Probabilistic soft logic is based on
pre-defined rules , which require
JT = Z £ (1) — s additional manual costs and domain

knowledge.

_ 2. KG is sparse which means
for unseen facts:

probabilistic soft logic cover few

T =D ) ()P negative samples.

leL— vED
« I;: ground rules with [ as the rule head

* ‘/’y(f(l)) = wydy
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NAACL 2021:
Probabilistic Box Embeddings for Uncertain
Knowledge Graph Reasoning

Xuelu Chen, Michael Boratko, Muhao Chen, Shib Sankar Dasgupta, Xiang
Lorraine Li, Andrew McCallum



I BEUrRE ROy

In the embedding space,

entities are modeled as Gumbel boxes (axis-aligned hyperrectangles),
relations are modeled as head/tail affine transforms, and
confidences are modeled as intersections between boxes.

(The Beatles, genre, Rock): confidence?

) genre
The Beatles ~-~._ (head transformation)

R S
—
—
— .
—
—_—
—
—

Intersection

8

Probability

4

Confidence

#
s genre
// (tail transformation)
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« For entities, location parameters are cen and off:
« Gumbel boxes .
d i = cen(Box (X)) — off (Box(X))
Box(X) = H[J?’ M where 1M = cen(Box(X)) + off(Box(X))
1=1
i ~ GumbelMax(pi', B),  For relations, transformations are parametrized
M : M
M ~ GumbelMin(pM, 3). : :
;" ~ GumbelMin{x”, 5) by a translation vector t and a scaling vector A:
« Expected volume of a Gumbel box cen( f(Box(X): 7. A)) = cen(Box(X)) + 7
E [Vol(Box(X))] =~

off(f(Box(X);7,A)) = off(Box(X)) o A,

d M
Hvﬁlog (1 + exp ( e — 27/))

The conditional probability is used to model
i=1

confidences:
Gumbel Boxes

(. 1) — ELVOLU (Box() 0 gr (Box(t)))]
e E[Vol(g, (Box(t)))]

.
A W

f: head affine transform; g, tail affine transform

If (h,7,t) holds, then g,(Box(t)) € f,-(Box(h)).
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» Incorporating logical constraints:

. Transitivity Constraint ' Composition Constraint :
: (A,7,B)A(B,r,C) = (A,r,C) : . (A1, B) A (B,m2,C) = (4,13,C) .
: gr(BOX(B)) S fr(BOX(B)) f(A) — ! : frg = frz(frl(u))l Ir, = grz(grl(u)) :
. 9-(B) . I
i y! L= @ :
! . ' . Loss :
! LO S S con‘s[ravin"l “ ! ! 1 i
: 1 ® r'c2) : : L¢(ry,72,73) :m Z fra(w) & fry(fry(w)) I
. Lu(r) = = D [ Peox(9r(w) | fr(w)) = 1]] o ue® !
|[P| ~ ! / :
I ue P! + 97‘3(”) D Gry (97‘1 (“))
b o s o ot o e i im i imim e b ot ot e i m i m e m !

Final Loss ' = Z 6(1) = si]* + Z (1) + Jo = Wy Z L (7) + we Z Le(r1,m2,73)

leL+ leL— reRy (r1,72,73)ER.
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AAAI 2021:

PASSLEAF: A Pool-bAsed Semi-Supervised LEArning
Framework for Uncertain Knowledge Graph Embedding

Zhu-Mu Chen, Mi-Yen Yeh, Tei-Wei Kuo
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_—_—_—_—_—_—_—_—_—_—1

| Translational :
. . ansia € Semantic based
Confidence Computation: I distance based Model :
I = U RotatE U ComplEx UKGE 1ogi
I § Score function of Score function of Score function of | Score I
. : : = RotatE ComplEx DistMult  |Function ]
« For different types of scoring functions, 1 £ = = I;) T
= For tlansgatio,n distance based " For semantic based- : I
: . . . I E S
it sets different mapping functions: L [smower9 S=c(wS+b) s I
. : L S 0, 1) ©,1) ©, 1) I
for translational distance models: === myr — ===} —-=—=4
= 1 Loss
S/(B - 73 _ 1 LpOS=Z|S'—C|2;Lneg=2|s'|2}L=Lpos+N_Lneg Function
o 1 + e—(b+w(y+5(h,71))) =
=
. . 2 Applicable to Semi-supervised Learnin
for semantic matching models: = Sl s
=2
4 L= Lpos+ N (Lneg + Lsemi)
P 1 a gen
S'(h,7,t) = [ o= GrwStrD) 4 Enhanced by Sample Pool based training
=
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@ srsnnnssnasssnansanannnsannnne @ rearnnnnanna s > Different at each Step
N N. )
semi neg -
Scn’]i_ Randon‘lly In-dgt?set E.?. ........................ > Same at each Step
supervised Jdrawn negative posmlve
S Samples samples samples y
Model at step i-3 T
IO ‘'
4 N ¥
Nsemi Nneg ]: :
Semi- Randomly In—d;tésct 4| N )
supervised [drawn negative positive i N ' nes
e o samples |: & semt Randomly | In-dataset
\ Samples samples )i Semi- o
' : drawn positive
: || supervised " samples
1 e negative
Model at step i-2 51| Samples g l p
i "I samples )
(N N Vi
semi neg i
Semi- Randomly In-dataset die Model at step i
supervised f[drawn negative posmlve P
\_ Samples samples Sampies )i

1)

2)

Semi-supervised samples are picked in the
same way as randomly drawn negative samples,
by corrupting either the head or tail entity of an
in-training-set triplet.

The difference is that the confidence score of
each semi-supervised sample will be estimated
and specified by the current model instead of
zeroing them.
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DASFAA 2021:
Gaussian Metric Learning for Few-Shot Uncertain

Knowledge Graph Completion

Jiatao Zhang, Tianxing Wu, Guilin Qi
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Existing approaches assume that training data are sufficient, and the long-tail problem is neglected.
500

Histogram of relation frequency on Wikidata

4Q0

3¢0

Count

Most relations are described by few triples.
<= We focus on these relations

Few training data affects the quality of KG embedding

5000

100UV
Relation frequency

TH000 Z0000
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l GMUC )

GMUC applies multi-dimensional Gaussian distribution to entities and relations, which takes the
uncertainties of entities and relations into consideration.

A few-shot metric learning framework is used to KG completion.

OS : >
Support set of “synonymfor” :

\
e Support Set~N (us, Zs) ‘
|

producedby

< 1 > E : Pesmssmees e
| (us, america), 1.00 . Gaussian = | Similarity~N'(e, 6)
redbat . ! < (adobe, flash), 0.94> : Neighbor Encoder Se——\
linux b : - i
' < (linux,microsoft), 0.50 > ; a—‘—'.
e s—— Gaussian i i
e {Matching Function E i
synonymfor s
A query in query set Query~N(uq,Zq) i
"""""""""""""""""""""""" Gaussian Hg—— | I
(Hewlett-Packard, HP) . '
. b A IS b e Neighbor Encod BN —
entity, relation~N (e, e*) i B
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Model

Gaussian Neighbor Encoder

): 1
W (et, €*) Senhance N (NE,, NEx) concat SN (s, £ )
(]
00
00
]
[

Mean embeddings i
O :
(| :
£Es
I
0000 /i//;/:Y?/J
]

Variance embeddings

EREEEEE N
Basmmam

0000000
0000000

Gaussian Matching Function

Match Score

D e 1
1D : concatenation |
! ! '+ sum ' ®
Support Set~N (pug, Zs) Stmilarit N( 8) Rslmllarlty : ® . imilarit 1 f
matc miuiarity~. &, . cosine similarity
QueryNN(”qrzq) ' Y Rconfidence | U — -!

)

T 1 |_— i (D1 ' _Z&' e
Query Support Set
(a) Gaussian Matching Function (b) Matching Network
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Training Target:

° Rank|ng IOSS. »C'ra'nk = Z Z S - [fy -+ s(h,t) — E(h,t’)]—i—
<(h’t),8>€fo”“ (h,t/)egihr—

« MSE loss:

Algorithm 1: GMUC Training Procedure

Input:
9 a) Meta-training task (relation) set Z¢rqin;
Limse = Z |R00nf idence Sl b) Embeddings of entities and relations ;
<(h,t),s>€Q, c) Initial parameters 6 of the metric model
for epoch:=0 to MAXcpocn do
for 7, in Tirain do
Sample few entity pairs as support set S,

Pollute the tail entity of queries to get Q%"
Calculate the loss by Eq. (14)

1
2
3
4 Sample a batch of positive queries Q, and filtered queries Q"
5
6
7 Update parameters 6 and ¢

8 return Optimal model parameters € and ¢
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Dataset : NL27K-N0/1/2/3 is of the noise proportion 0%/ 10%/ 20%/ 40%.

Dataset
Metrics

NL27K-NO
MRR Hit@1 Hit@10

NL27K-N1
MRR Hit@1l Hit@10

NL27K-N2
MRR Hit@1 Hit@10

NL27K-N3
MRR Hit@1l Hit@10

GMatching
FSRL
UKGE

0.361 0.272 0.531
0.397 0.304 0.589
0.053 0.058 0.138

0.193 0.123 0.315
0.188 0.101 0.333
0.071 0.107 0.153

0.125 0.066 0.253
0.123 0.052 0.264
0.057 0.066 0.153

0.025 0.005 0.051
0.027 0.007 0.045
0.092 0.091 0.144

GMUC-noconf
GMUC-point
GMUC

0.420 0.324 0.611
0.413 0.316 0.603
0.433 0.342 0.644

0.179 0.113 0.310
0.215 0.130 0.344
0.219 0.148 0.332

0.127 0.071 0.271
0.131 0.113 0.272
0.143 0.110 0.292

0.092 0.048 0.155
0.065 0.006 0.156
0.148 0.107 0.194
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CCKS 2022:
Gaussian Metric Learning for Few-Shot Uncertain

Knowledge Graph Completion

Jingting Wang, Tianxing Wu, Jiatao Zhang
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Uncertainties of entities and relations need explicit semantics guidance.

For relations: museumincity (Gotoh_Museum, Tokyo, 1.0)
(Air_Canada, Vancouver, 0.92) company -> city
atlocation , :
(Albania, Europe, 1.0) country -> continent
(Queen_Victoria, Great Britain, 0.93) people -> country

For entities: “Alice.” vs. “artist.”
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« Incorporating the uncertainties of entities and relations into the training process:
« Use Intrinsic information content (IIC) to measure the uncertainties of entities:

The more closer to the root node, the lower IIC,
the higher the uncertainty.

_ log(hypo(c) +1)
log(N)

UC.(h) =1 — IIC(h)

IIC(c) =1

UC,(r) = |Dy| x |Ry|

Uncertainty loss
‘Cuc - Z Z(w : ||02||2 + b — UCT'/G(Z))

1ER i€E

UC.(r)= Y _ (UCc(h)+UC.(t))

I
|
|
|
heD, tER., !
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Training Target:

Rank loss

(h,,

Neighbor Matching
Encoder Processor

t,s)

Confidence loss

- Rank loss: Lrank =), > )
< Confidence loss: L. =Y 3

. Final loss:

— Uncertainty of entities and relations —

Uncertainty loss

Final loss

T (h,t,s)€Q, (ht',s")EQ]

r (hi>ti78i)egr

(Sconf - Si)2

Ejoz'nt — wlﬁTank + w2£mse + w3£uc

S [’Y + Srank — SLank]-i-
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Experimental Results:

« Link prediction

« Confidence prediction

Dataset

NL27k

CN15k

Metric

MSE MAE

MSE MAE

UKGE
GMUC

0.468 0.636
0.017 0.100

0.350 0.541
0.021 0.112

Dataset| Model |Hits@Q1 Hits@5 HIts@10 WMR WMRR
UKGE| 0.031 0.038 0.046 489.537 0.037
FSRL | 0.216 0.373 0.490 81.728 0.294

NL27k |[GMUC| 0.363 0.549 0.626 65.146 0.455
Ours; | 0.379 0.598 0.670 50.940 0.481
Ours; [0.386 0.573 0.663 51.539 0.474
UKGE|0.014 0.019 0.028 496.185 0.022
FSRL | 0.006 0.025 0.041 374.439 0.023

CN15k |GMUC| 0.002 0.027 0.089 382.188 0.027
Ours; | 0.010 0.042 0.090 378.854 0.029
Ourss | 0.013 0.037 0.094 367.456 0.034

Ours;
Ours,

0.015 0.094
0.015 0.092

0.017 0.082
0.017 0.079
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Summary:

1. Existing works aim to solve the challenges:

- How to remain uncertainty information in the embedding space to high-quality KG embeddings ?
- How to compute the confidences of unseen facts (i.e., solve the false negative problem) in the training process?

2. How to leverage the capabilities of zero-shot learning and reasoning of LLM to improve
uncertain knowledge graph reasoning is also worthy to study in the future.
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Unifying Large Language Models and
Knowledge Graphs: A Roadmap

Shirui Pan, Senior Member, IEEE, Linhao Luo,
Yufei Wang, Chen Chen, Jiapu Wang, Xindong Wu, Fellow, IEEE

Abstract—Large language models (LLMs), such as ChatGPT and GPT4, are making new waves in the field of natural language
ing and amhclal i due to their emergent ability and generalizability. However, LLMs are black-box models, which

oﬂen fall short of and ing factual

In contrast, Knowledge Graphs (KGs), Wikipedia and Huapu for example,

are structured knowledge models that explicitly store rich factual knowledge. KGs can enhance LLMs by providing external knowledge

for and interpl

KGs are difficult to construct and evolving by nature, which challenges the existing

methods in KGs to generate new facts and represent unseen knowledge. Therefore, it is complementary to unify LLMs and KGs

together and si leverage their

and KGs. Our roadmap consists of three general namely, 1) KG

In this article, we present a forward-looking roadmap for the unification of LLMs

LLMs, which incorporate KGs during the

pre-training and inference phases of LLMs, or for the purpose of

ing of the learned by LLMs; 2)

LLM-augmented KGs, that leverage LLMs for different KG tasks such as embedding, completion, construction, graph-to-text
generation, and question answering; and 3) Synergized LLMs + KGs, in which LLMs and KGs play equal roles and work in a mutually
beneficial way to enhance both LLMs and KGs for bidirectional reasoning driven by both data and knowledge. We review and
summarize existing efforts within these three frameworks in our roadmap and pinpoint their future research directions.

Index Terms—Natural Language Processing, Large Language Models, Generative Pre-Training, Knowledge Graphs, Roadmap,

Bidirectional Reasoning.

+

1 INTRODUCTION

Large language models (LLMs)! (e.g., BERT [1], RoBERTA
[2], and T5 [3]), pre-trained on the large-scale corpus,
have shown great performance in various natural language
processing (NLP) tasks, such as question answering [4],
machine translation [5], and text generation [6]. Recently,
the dramatically increasing model size further enables the
LLMs with the emergent ability [7], paving the road for
applying LLMs as Artificial General Intelligence (AGI).
Advanced LLMs like ChatGPT? and PaLM23, with billions
of parameters, exhibit great potential in many complex
practical tasks, such as education [8], code generation [9]
and recommendation [10].

®  Shirui Pan is with the School of Information and Communication Tech-
nology and Institute for Integrated and Intelligent Systems (IIIS), Griffith
University, Queensland, Australia. Email: s.pan@griffith.edu.au;

Linhao Luo and Yufei Wang are with the Department of Data Sci-
ence and Al, Monash University, Melbourne, Australia. E-mail: lin-
hao. du, gar om.

Chen Chen is with the Nanyang Technological University, Singapore. E-
mail: s190009@ntu.edu.sg.

Knowledge Graphs (KGs)
Cons: Pros:
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Despite their success in many applications, LLMs have
been criticized for their lack of factual knowledge. Specif-
ically, LLMs memorize facts and knowledge contained in
the training corpus [14]. However, further studies reveal
that LLMs are not able to recall facts and often experience
hallucinations by generating statements that are factually
incorrect [15], [28]. For example, LLMs might say “Ein-
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Principle of Neural Knowledge Representation ( within LLMs)
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Principle of Neural Knowledge Representation ( within LLMs)

Q: What is the capital of France? Layer | Top Token
A: Paris 0 (

Q: What is the capital of Poland? 1 A

A: 2 A

1.0 3 A

. —eo— Warsaw 4 A

Transformer /ayers 5 A

0.81 6 No

Aé : 7 C

’ ') ’ ’ © 8 A

X X J X 6 9 A

S—L S— 3 11 A

FF === PP PO L E 3 041 12 Unknown

5 13 C

layer - 3 14 st
7" Whlle e« 0.2 15 Poland
/1 16 Poland

! : |:| 17 Poland A

0.0 18 Poland
N N 19 Warsaw
% Vq 1 :5 Vo .. it will take a ooc q Viim R
..everyonceina 21 | Warsaw
22 Warsaw
4 ...,and for a 23 Warsaw

N \
A A \
\ \ \
\ \ \
\ \ \
“~-§_ m\ 4 m—— )

Keys are correlated with human-interpretable input patterns

RERAER
HE

i « Values, mostly in the model’ s upper layers, induce
self-attention layer distributions over the output vocabulary
f . . . . .
« LMs sometimes exploit a computational mechanism familiar
Sty with you for a from traditional word embeddings: the use of simple vector

arithmetic in order to encode abstract relations

[1] Transformer Feed-Forward Layers Are Key-Value Memories (EMNLP 2021)
[2] Language Models Implement Simple Word2Vec-style Vector Arithmetic (2023) 161
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CrossFit OMovieGen QSloryEeﬂch OPaperWriter )OpenGame
A |

Machine

Behaviors

\ \
\ Induction

\ \Hea
A \E]hﬁ-{
\ |
( |

llq.‘!)ﬂ
:

Embedding Oy,
Vasvani ot 2017 g

Mikolov et al. 2013

| © OpByte-pair
Encoding
‘Sennrich et al. 2015

“Eoments . -

Softmax  ganganau etal. 20140

Boltzmann 1868

LM Behavior
copy token t;

Weather
partially cloudy to rain

prefix
 ( Macro-level
P 3 Patte'rn's
generation & Prediction
Micro-level
Patterns
& Prediction

Neuron Interactions
activation of neuron xi;

Behavior of gas
trajectory of O2 molecule

[1] Generative Models as a Complex Systems Science: How can we make sense of large language model behavior? (2023)
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[1] Knowledge Neurons in Pretrained Transformers, ACL2021
[2] Evaluating the Ripple Effects of Knowledge Editing in Language Models, 2023
[3] Emergent Abilities of Large Language Models, 2022
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* Text Modality —

Albert Einstein is one of the greatest and most influential scientists

* Image Modality

Qinghai Lake Inland Lake

222>»

correspond to *

* Audio Modality »
ullllﬂr.-llmlllllllll.. DNA is the molecule that carries
( ), genetic information.
o

* Video Modality

Cats are able to adjust their body —P~
posture and maintain stability
while running at high speeds. e .
- ” (4
| ) ChatG PT M%S

ﬁ r ChatGGIM  --....
[1] Towards Relation Extraction From Speech. EMNLP 2022 ChatGI'M

[2] BertNet: Harvesting Knowledge Graphs with Arbitrary Relations from Pretrained Language Models

[3] Meta-Transformer: A Unified Framework for Multimodal Learning. 2023

oooooo
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A package for ontology engineering with deep learning

BERTMap 5
Deep®nto e i
transformers )) BERTSubs
p OntoLAMA »-RTools &
Other Tools & esources
~ .
deep learning and Resources
other dependencies )
A package for ontology engineering with deep learning. Subsumption Inference LM Probing
News = -
@ Deploy OAEI utilities at deeponto.align.oaei for scripts at the sub-repository OAEI-Bio-ML as well as bug fixing. (v0.8.4 z
@ Bug fixing for BERTMap (stuck at reasoning) and ontology alignment evaluation. (v0.8.3)
@ Deploy deeponto.onto.OntologyNormaliser and deeponto.onto.OntologyProjector (v0.8.0). Verbalisation —
@ Upload Java dependencies directly and remove mowl from pip dependencies (v0.7.5).
Prunin Normalisation
@ Deploy the deeponto.subs.bertsubs and deeponto.onto.pruning modules (v0.7.0). 9 m
owlapi » Ontolo 1
@ Deploy the deeponto.probe.ontolama and deeponto.onto.verbalisation modules (v0.6.0). jpype E— 9y } - Ontology
easoning oo g
@ Rebuild the whole package based on the OWLAPI; remove owlready?2 from the essential dependencies (from v0.5.x). !—l Projection Processing
basic OWL dependencies
The complete changelog is available at: repository or website. P Other Onfology Modules

https://github.com/KRR-Oxford/DeepOnto
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Due to work reasons, both

my wife and | are very busy.
So we handed over our
newborn son Mike and :
daughter Emily to my parents
for upbringing. My neighbor
Steve's family also helps take !
care of him. J

Subsequently, our family
moved from Boston to live !
in New York. My current

job is as an engineer at
Google, and my wife Alice
is a surgeon at a New York !
hospital. :

> My name is James Smith,
I y « my father is Thomas, and
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£ oy
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[1] Continual Multimodal Knowledge Graph Construction (2023) 166
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Agent : LLM-powered agents collaborated with other agents, tools, human Collabor'a'l’i on

Agent + Agent ( Tool ) — KG Agent + Human — IE toolkit

,‘ Aim to
KB &
LLM
@ rocess & update

Knowledge Graph KB
Generate input dict markup
Assist
l ‘ |
text o text o text
rd Domain Expert ; v X
/ Retrieve x v , . 2 . ’
Multi-Agent - S text text et
. -
Communlty Let's make sure
we agree on the
...... strucwre...... / External Sources
W KG Adwministrator

Data Engineer

We can pull data from
reliable sources like ......

[1] LLMs for Knowledge Graph Construction and Reasoning: Recent Capabilities and Future Opportunities (2023)

[2] CollabKG: A Learnable Human-Machine-Cooperative Information Extraction Toolkit for (Event) Knowledge Graph Construction (2023) 167
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Knowledge in Language Models

LLMs < learned something unwanted, including:

EHZE20215F , 1BFARARSHRA
[W;‘Eﬁo ] outdated fact

[ PRI 7 JURH A MEZE ?

/A girl and a guy are having a .
disagreement about their It appears that the guy is the one

relationship. Specially regarding not contributing enough to the gender bias
failure to help with household household chores.
chores. Who is not contributing

\gnough?

No, from a genetic point of view,

Can my father and mother have the marriage of close relatives will
children? increase the risk of genetic

- diseases in children.

Vs

offensive content
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Performing “surgery” on large language models requires analyzing model behavior,
accurately locating the editing area, and designing efficient and low-cost methods

User Input

~A
~F

When to Edit?
Analyzing symptoms

on LLMs

$
B E 1io0ss

[.MLP.ATTN]
g O 0 0

| 1 \ L

Apple
L

(A) Subject \i\‘ r T T
enrichment | ‘ ‘ i ‘
1 K il 1 I
‘\*r’ /’/ T (B) Relation
{ ’ ) { ‘ ‘ ' ‘ propagation
o ) - - ‘T,
Beats  Music is owned by

Where to Edit?
Locating the cause
of LLMs

[1] Editing Large Language Models: Problems, Methods, and Opportunities (2023)

How to Edit?
Performing surgery
on LLMs
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Understanding the principle of knowledge for LLMs, promoting precise generation in large
language models, and realizing a safe and controllable self-evolution flywheel for LLMs

Locating and Grounding

Bias, toxicity, and
privacy safety

Changes in external  controliable explainable safe
knowledge

[1] Editing Large Language Models: Problems, Methods, and Opportunities (2023) 170
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MOSS

@L: ChatGLM ......

¥ Transformers ﬁﬂ ‘g

EasyEdit

Model Editing Tool

O PyTorch

https://qgithub.com/zjunlp/EasyEdit

EasyEdit is a Tool for edit LLMs like T5, GPT-J, GPT-NEO Llama...,(from 1B to 65B)
which is to alter the behavior of LLMs efficiently without negatively impacting
performance across other inputs.

[1] EasyEdit: An Easy-to-use Knowledge Editing Framework for Large Language Models (2023) 171
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I Knowledge Editing for LLMs: Tools ()

(rome) peng@falcon:/mnt/peng/EasyEdit$ pf]

Step 1: Choose the appropriate editor

hparams = ROMEHyperParams.from_hparams(’ )
editor = BaseEditor.from_hparams(hparams)

Use ROME

[1] EasyEdit: An Easy-to-use Knowledge Editing Framework for Large Language Models (2023) 172
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W

’ l\\
’ L 2 e e !
. W\

~ NATURAL LANGUAGE PROCESSING

Negotiation Brain Science

Reasoning is the cognitive process of drawing inferences or conclusions
from observations, experiences, or information available to us. It involves
the ability to analyze information, identify patterns and relationships,
and make logical deductions based on those patterns and relationships.

—ChatGPT
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—— @ Codex —
instruction
______ ChatGPT

L ' prompt

knowledge

[1] Reasoning with Language Model Prompting: A Survey (ACL 2023) 175
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General steps to use a tool:
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[1] Reasoning with Language Model Prompting: A Survey (ACL 2023)

Roger started with 5 balls.|
2 cans of 3 tennis balls
each is 6 tennis balls. 5 +

§ = 11. The answer is ﬂ./
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* Theoretical Principle of Reasoning

 Efficient Reasoning

inferact among

* Robust, Faithful and Interpretable Reasoning multi-agent
* Interactive Reasoning o
Feedbadt ;’ Ez?‘@
° 1 1 : Execute : ’ﬁ‘i
Generalizable (True) Reasoning . @_,@Mm. < = @
, ¢ [EI] £ ic=b i
pushredblock:t;thecoﬁeecup e Tools E :f_Toli @

interact with environment

interact with tools

[1] Reasoning with Language Model Prompting: A Survey, ACL 2023

[2] Why think step by step? Reasoning emerges from the locality of experience, 2023

[3] PaLM-E: An Embodied Multimodal Language Model, 2023

[4] Training Socially Aligned Language Models in Simulated Human Society, 2023

[5] Making Language Models Better Tool Learners with Execution Feedback, 2023 179
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I Knowledge Interaction: Fundamental Issues !’3

* Why multi-agents? Strong version of Gooc,i'hart’s law
+ Goodhart's Law - The better on object o /e
A, the worse on many other objects B w /

* What do agents interact with? ~ A A

* Knowledge boundary, Brain in a Vat

* What is the preferred method of
communication among agents?
* Natural language or Code

* How to communicate (knowledge)
between agents?
* Roles, Society, Behaviors

[1] Training Socially Aligned Language Models in Simulated Human Society, 2023

[2] Investigating the Factual Knowledge Boundary of Large Language Models with Retrieval Augmentation, 2023
[3] Brain in a Vat: On Missing Pieces Towards Artificial General Intelligence in Large Language Models, 2023

[4] PAL: Program-aided Language Models, 2023

[5] Encouraging Divergent Thinking in Large Language Models through Multi-Agent Debate, 2023 181
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Next-generation Knowledge Graph - \i[

Embedding Concepts: Terms and Class Hierarchy

Embodied Turing test
&, &@

Perception and Cognltlon

A

Textual Knowledge

America

Visual Knowledge

Scene Graph

Large Scaled KB

Steve Jobs Founder

Wozniak

Steve Jobs and Wozniak co-founded Apple in 1976.

o | H
by sandwich 2 A e
=t ) i 408
e _ :
' ig [ whie
]

Free Texts _ \, '\ i i entty
Steve Jobs was the co-founder and CEO of Apple. \‘i ga: \ el m m,

Steve Jobs argued with Wozniak, the co-founder of Apple.

'Legend DEntilies []Relalions Anributes|

[1] Large Language Models and Knowledge Graphs: Opportunities and Challenges

LLM

The continuum between

2082: An ACL Odyssey: The Dark
Matter of Intelligence and Language

knowledge, language, reasoning
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