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Why Do We (Still) Need Knowledge Graph in the Era of LLMs?

GPT-4 Technical Report (2023)

The original figure comes from twitter.
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q Deep Learning for System II Processing, as 
proposed by Yoshua Bengio

q Language models need sensory grounding 
for meaning and understanding, as argued 
by Yann LeCun

Why Do We (Still) Need Knowledge Graph in the Era of LLMs?



4Brain in a Vat: On Missing Pieces Towards Artificial General Intelligence in Large Language Models (2023)

Why Do We (Still) Need Knowledge Graph in the Era of LLMs?

q Symbol Grounding

q Common Sense: The Dark Matter of 
Language and Intelligence

q Objective-Driven AI
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Outline
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q Introduction to KG Construction and Reasoning (Ningyu Zhang, 30 Min)

q Low-resource KG Construction and Reasoning (Shumin Deng, 40 Min)

q Multimodal KG Construction and Reasoning (Meng Wang, 40 Min)

q Uncertain KG Construction and Reasoning (Tianxing Wu, 40 Min)
q Discussion on Main Issues & Opportunities (Ningyu Zhang, 30 Min)
q QA & Discussion



Introduction to KG Construction and Reasoning

Ningyu Zhang
Zhejiang University

19, Aug, 2023
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Knowledge Representation
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n Knowledge representation is a surrogate for the essence of things
• justice, fairness, cube

n Knowledge representation is an ontological commitment
• Iron: knowledge represents differently for Physicists, Chemists, Recyclers

[1] From: What Is a Knowledge Representation?. In AI Magazine (1993)



Knowledge Structure and Abstraction
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n “In coming to understand the 
world—in learning concepts, 
acquiring language, and 
grasping causal relations—
our minds make inferences 
that appear to go far beyond 
the data available”

n Large Language Models Are 
NOT Abstract Reasoners

[1] How to Grow a Mind: Statistics, Structure, and Abstraction (Science 2011)
[2] Large Language Models Are Not Abstract Reasoners (2023)



Knowledge Graph
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KG = Textual Semantics + Structural Knowledge

A triple (S,P,O) encodes a statement — a simple logical expression, or claim about the world

Human Brain Knowledge?

Graph

?

Word

Concept

Sequence

Ontology

Rules

Natural Language

Expert Knowledge



Natural Language, Knowledge Graph and LLMs
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Language Knowledge≠
Representation Type Interpretability Type of Knowledge Computability

Natural Language Understandable by 
humans

Explicit knowledge 
Not easily 

computationally 
processed

Knowledge Graphs Understandable by 
humans

Explicit knowledge + 
Implicit knowledge 

Relatively easy to 
computationally 

process

Language Models Not understandable by 
humans

Implicit knowledge Easily computable and 
processable



Knowledge Graph and Applications (General)
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Google’s search result for the query “J. R. R. Tolkien”



Knowledge Graph and Applications (Chinese)
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[1] Knowledge graph construction from multiple online encyclopedias. World Wide Web 2020
[2] Zhishi.me - Weaving Chinese Linking Open Data. ISWC 2011

Zhishi.me Baidu Hudong Zh-Wikipedia



Knowledge Graph and Applications (Chinese)
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Knowledge Graph and Applications (Multimodal)

15[1] Richpedia: A Comprehensive Multi-Modal Knowledge Graph (Bigdata Research 2020)



Knowledge Graph and Applications (Biomedical)

16[1] Democratizing knowledge representation with BioCypher (Nature Biotechnology 2023)



Knowledge Graph and Applications (Biomedical)
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[1] OntoProtein: Protein Pretraining With Gene Ontology Embedding (ICLR 2022)
[2] Knowledge graph‐enhanced molecular contrastive learning with functional prompt (Nature Machine Intelligence 2023)

Gene Ontology



Knowledge Graph and Applications (E-commerce)
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https://kg.alibaba.com/

[1] Billion-scale pre-trained e-commerce product knowledge graph model (ICDE2021)
[2] Construction and Applications of Billion-Scale Pre-trained Multimodal Business Knowledge Graph (ICDE2023)

https://kg.alibaba.com/


Knowledge Graph Construction and Reasoning
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The process of utilizing existing knowledge to derive 
new knowledge from a KG through logical reasoning, 
associative inference, or machine learning methods 

The process of populating (or building from 
scratch) a KG with new knowledge elements (e.g., 
entities, relations, events)

KG ......

Entity Linking (EL)

Event Extraction (EE)

Relation Extraction (RE)

Named Entity Recognition (NER)

KG Construction KG Reasoning



Challenges for Open-environment KG Construction and Reasoning
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q Low-resource
q Multimodal
q Uncertain
q More Opportunities



Challenges for Open-environment KG Construction and Reasoning

21

q Low-resource

q Multimodal

q Uncertain

q More Opportunities

KG

LLM

LLMs：GPT、BERT、
LLaMA......

KG：Knowledge representation, acquisition,
editing, reasoning, interaction......

LLMs for KG

KG for LLMs 



Low-resource KG Construction and Reasoning
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National University of Singapore
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Low-resource Scenarios

25

Knowledge Extraction in Low-Resource Scenarios: Survey and Perspective (2023) [work in progress]

q In the slides, low-resource refers to low-data-resource

q Considering maldistribution of samples & new unseen classes, we
systematically categorize low-resource scenarios into three aspects

Seen Classes

New Unseen
Classes

Few-Shot Learning

Labeled Instance

Zero-Shot Learning

Seen Classes

New Unseen
Classes

Labeled Instance Semantic Representation

Long-tail Scenario Few-shot Scenario Zero-shot Scenario
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Low-resource Scenarios
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Relation Adversarial Network for Low Resource Knowledge Graph Completion (WWW 2020)

q In the slides, low-resource refers to low-data-resource

q In most cases, the KG construction (KGC) and KG Reasoning (KGR)
performance are in positive correlation with quantity of samples

5.56%

5(�SUHFLVLRQ��GHFUHDVHV�DV�WKH��TXDQWLW\�
RI�UHODWLRQ�LQVWDQFHV�GHFUHDVHV
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KG Construction
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Knowledge Extraction in Low-Resource Scenarios: Survey and Perspective (2023) [work in progress]

Husband

Jack is married to the microbiologist known as Dr. Germ in the USA.microbiologistJack Dr. Germ USA

Named Entity Recognition (NER) 

isSpouseOf

Entity Pair
Jack is married to the microbiologist known as Dr. Germ in the USA.

Relation Extraction (RE) 

Jack is married to the microbiologist known as Dr. Germ in the USA.Dr. Germ USA

Marry
Wife

Place

Trigger Argument

Jack married

Role

Event Extraction (EE) 
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KG Reasoning

28

q KG Completion, Knowledge Representation Learning, Knowledge-aware
Applications, and so on ...

A Survey on Knowledge Graphs: Representation, Acquisition, and Applications (TNNLS, 2021)
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Taxonomy of Methods
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Exploiting Higher-resource Data

Weakly Supervised Augmentation

Multi-modal Augmentation

Multi-lingual Augmentation

Auxiliary Knowledge Enhancement

Developing Stronger Data-
Efficient Models

Meta Learning

Transfer Learning

Prompt Learning

Optimizing Data and Models 
Together

Multi-task Learning

Retrieval Augmentation

Task Reformulation
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Exploiting Higher-Resource Data
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Generalizing from a Few Examples: A Survey on Few-shot Learning (ACM Computing Surveys, 2020)

q To utilize additional samples or knowledge (prior knowledge) via
endogenous generation or exogenous import
q Objective: obtaining more enriched and representative samples; more precise semantic

representations

Given a hypothesis ℎ,	we want to 
minimize its expected risk 𝑅
%ℎ = argmin! 𝑅 ℎ : the function  that 
minimizes the expected risk
ℎ∗ = argmin!∈ℋ 𝑅 ℎ : the function in 
ℋ that minimizes the expected risk
ℎ% = argmin!∈ℋ 𝑅% ℎ : the function in 
ℋ that minimizes the empirical risk
ℋ: hypothesis space With Large-Scale Data With Higher-Resource  Data 

in Low-Resource Scenarios
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Weakly Supervised Augmentation
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Local Additivity Based Data Augmentation for Semi-supervised NER (EMNLP 2020)

q Creating More Samples
q To create virtual samples by interpolating sequences close to each other for Semi-

supervised NER
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Hybrid Transformer with Multi-level Fusion for Multimodal Knowledge Graph Completion (SIGIR 2022)

q Leveraging Multimodal Knowledge
q Multimodal Knowledge Fusion
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Improving Low Resource Named Entity Recognition using Cross-lingual Knowledge Transfer (IJCAI 2018)

q Leveraging Multi-lingual Knowledge
q Cross-lingual Knowledge Transfer
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Exploring Pre-trained Language Models for Event Extraction and Generation (ACL 2019)

q Augmenting More Knowledge with Relevant Text
q Sample Augmentation

Generating event samples: Keep the event structure, replace the event arguments
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Improving Event Detection via Open-domain Trigger Knowledge (ACL 2020)

q Augmenting More Knowledge with Relevant Text
q Task Knowledge Augmentation

prone to overfitting & perform poorly 

To provide extra semantic support on unseen/sparsely labeled trigger words
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Auxiliary Knowledge Enhancement
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Leveraging FrameNet to Improve Automatic Event Detection (ACL 2016)

q Augmenting More Knowledge with KG
q Enhancing sample features with KG triples

q E.g., Similar event schema in FrameNet &ACE05
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Auxiliary Knowledge Enhancement
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OntoED: Low-resource Event Detection with Ontology Embedding (ACL 2021)

q Augmenting More Knowledge with Ontology & Logical Rules

Step 1: Event Detection (Ontology Population) connect event types with instances, given the initial event ontology with coarse corpus.
Step 2: Event Ontology Learning establish correlations among event types, given the event ontology enriched with instances. 
Step 3: Event Correlation Inference induce more event correlations based on existing event-event relations.

q Establishing correlation 
among samples

q Populating more data

(e1, Cause, e2) → (e1, Before, e2) 
(e1, Before, e2) ∧ (e2, Before, e3) 
→ (e1, Before, e3)
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🤔
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Generalizing from a Few Examples: A Survey on Few-shot Learning (ACM Computing Surveys, 2020)

q To establish robust models to learn with low-resource data
q Improving model learning abilities so as to make full use of existing sparse data and

reduce dependence on samples

Given a hypothesis ℎ,	we want to 
minimize its expected risk 𝑅
%ℎ = argmin! 𝑅 ℎ : the function  that 
minimizes the expected risk
ℎ∗ = argmin!∈ℋ 𝑅 ℎ : the function in 
ℋ that minimizes the expected risk
ℎ% = argmin!∈ℋ 𝑅% ℎ : the function in 
ℋ that minimizes the empirical risk
ℋ: hypothesis space

With Large-Scale Data With Stronger Models in 
Low-Resource Scenarios
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Meta Learning

42

Meta Relational Learning for Few-Shot Link Prediction in Knowledge Graphs (EMNLP 2019)
Meta-Learning with Dynamic-Memory-Based Prototypical Network for Few-Shot Event Detection (WSDM 2020)

q Meta Knowledge Learner
Dynamic-Memory-Based Prototypical Network

… …

Query
sq

……

Input Module for Few-Shot EC

Support

… …

s2 sks1
Question Module for Few-Shot EC

sj (j 2 [1,K])

…… ……

Each sentence 
in support set 
is a question

Dynamic-Memory-Based
Event Mention Encodings

… …

s2 sks1 sq

…

F(ec)

Memory Module for Few-Shot EC

…… ……

s̃1 s̃2 s̃k

Prototypical Network 
for Few-Shot EC

Event Type

Dynamic-Memory
-Based Support 

Encodings

Few-Shot Event Classification

Primitive 
3URWRW\SLFDO
1HWZRUN

q(ec)

s(Q)
q

How does this event mention 
contribute to event prototype learning?

Few-shot KGC

Class-specific meta knowledge
q Distinguish
q E.g., CEO_Of & Capital_Of

Class-general meta knowledge
q Induce
q E.g., Marry & Divorce
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Zero- and Few-Shot Event Detection via Prompt-Based Meta Learning (ACL 2023)

q Prompt-Based Meta Learning

cloze-based prompt + a trigger-aware soft verbalizer
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Long-tail Relation Extraction via Knowledge Graph Embeddings and Graph Convolution Networks (NAACL 2019)

q Transferring Class-related Semantics
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Matching the Blanks: Distributional Similarity for Relation Learning (ACL 2019)

q Transferring Pre-trained Language Representations
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RelationPrompt: Leveraging Prompts to Generate Synthetic Data for Zero-Shot Relation Triplet Extraction (ACL 2022, Findings)

q Vanilla Prompt Learning
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Prompt Learning
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KnowPrompt: Knowledge-aware Prompt-tuning with Synergistic Optimization for Relation Extraction (WWW 2022)

q Augmented Prompt Learning
q Schema Knowledge (virtual)

Knowledge-aware Prompt-tuning
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DEGREE: A Data-Efficient Generation-Based Event Extraction Model (NAACL 2022)

q Augmented Prompt Learning
q Schema Knowledge (manually design, textual)

Task-Specific Prompt
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Prompt Learning
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Schema-aware Reference as Prompt Improves Data-Efficient Relational Triple and Event Extraction (SIGIR 2023)

q Augmented Prompt Learning
q Instances & Schema Knowledge (automatically, pluggable)

Schema-aware Reference as Prompt 
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😎
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Generalizing from a Few Examples: A Survey on Few-shot Learning (ACM Computing Surveys, 2020)

q To integrate crucial data and robust models together in low-resource
scenarios
q Searching more suitable strategies for learning with existing sparse data

Given a hypothesis ℎ,	we want to 
minimize its expected risk 𝑅
%ℎ = argmin! 𝑅 ℎ : the function  that 
minimizes the expected risk
ℎ∗ = argmin!∈ℋ 𝑅 ℎ : the function in 
ℋ that minimizes the expected risk
ℎ% = argmin!∈ℋ 𝑅% ℎ : the function in 
ℋ that minimizes the empirical risk
ℋ: hypothesis space

With Large-Scale Data With Optimizing Data & Models 
Together  in Low-Resource Scenarios
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Multi-task Learning
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InstructUIE: Multi-task Instruction Tuning for Unified Information Extraction (2023)

q Multi-task Instruction Tuning
q Implicitly leverage the correlation of multiple tasks. E.g., NER à RE à EE
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Decoupling Knowledge from Memorization: Retrieval-Augmented Prompt Learning (NeurIPS 2022) 

q Retrieval Augmentation helps Decouple Knowledge from Memorization



Overview Exploiting Higher-
Resource Data

Developing Stronger
Data-Efficient Models

Optimizing Data & 
Models Together Conclusion

Retrieval Augmentation
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Universal Information Extraction with Meta-Pretrained Self-Retrieval (ACL 2023)

q Retrieve from PLM then Extract
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Event Extraction as Machine Reading Comprehension (EMNLP 2020)
Aligning Instruction Tasks Unlocks Large Language Models as Zero-Shot Relation Extractors (ACL 2023, Findings)

q KGC à QA/MRC
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Text2Event: Controllable Sequence-to-Structure Generation for End-to-end Event Extraction (ACL 2021) 
Structured Prediction as Translation between Augmented Natural Languages (ICLR 2021)

q KGC à Text-to-Structure Generation

Decoding 
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Code4Struct: Code Generation for Few-Shot Event Structure Prediction (ACL 2023)
CodeIE: Large Code Generation Models are Better Few-Shot Information Extractors (ACL 2023)

q KGC à Text-to-Structure Generation (with Code)
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🤗
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Knowledge & LM
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Factual knowledge extraction
from Texts

Require enough annotated
samples

Support for open domain queries

Factual knowledge query
from KB

Factual knowledge probing
from LM

Require schema engineering

Extracting Knowledge from Texts à Probing Knowledge from LMs

Language Models as Knowledge Bases? (EMNLP 2019)
Knowledgeable or Educated Guess? Revisiting Language Models as Knowledge Bases (ACL 2021);    A Review on Language Models as Knowledge Bases (2022)

BertNet: Harvesting Knowledge Graphs with Arbitrary Relations from Pretrained Language Models (ACL 2023, Findings)
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Do PLMs Know and Understand Ontological Knowledge? (ACL 2023)

An example of an ontological knowledge graph 
Potential manual and soft prompts to probe 
the knowledge and corresponding semantics

Factual Knowledge Probing à Ontological Knowledge Probing   
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LLMs for KG Construction and Reasoning
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q Empirical Study

LLMs for Knowledge Graph Construction and Reasoning: Recent Capabilities and Future Opportunities (2023)
Revisiting Relation Extraction in the era of Large Language Models (ACL 2023)

Evaluating ChatGPT’s Information Extraction Capabilities: An Assessment of Performance, Explainability, Calibration, and Faithfulness (2023)

KG Construction
KG Reasoning
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LLMs for KG Construction and Reasoning
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q Is KG Construction and Reasoning Solved by LLMs? Not Really
q [Difficulty of Samples] (measured by the confidence score of SLMs-based models)

Hard Samples:👍 or👌, Easy Samples:👎

q [Complexity of Schema] (hard/easy tasks; large/small label types)

Complex Schema:😫, Simple Schema:😄

q [Quantity of Samples] Samples are extremely scarce:💪

Large Language Model Is Not a Good Few-shot Information Extractor, but a Good Reranker for Hard Samples! (2023)
Exploring the Feasibility of ChatGPT for Event Extraction (2023)

Is Information Extraction Solved by ChatGPT? An Analysis of Performance, Evaluation Criteria, Robustness and Errors (2023)
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Unifying LLMs and KGs 

65

Unifying Large Language Models and Knowledge Graphs: A Roadmap (2023)
Large Language Models and Knowledge Graphs: Opportunities and Challenges (2023)

For KG Construction For KG Reasoning Jointly

KGs and LLMs can fertilize each other
But the unifying should be correctly 



Datasets & Toolkits

66

q📊 Datasets
q Low-resource NER: Few-NERD

q Low-resource RE: FewRel, FewRel2.0, LREBench, Entail-RE

q Low-resource EE: FewEvent, Causal-EE, OntoEvent

Also we can sample low-resource data from general full datasets, such as Text2KGBench

q🛠 Toolkits
q Traditional

q DeepKE, OpenUE, Zshot, OpenNRE, OmniEvent, OpenKE, NeuralKG, NeuralKG-ind,
DeepOnto, PromptKG, …

q LLM-based
q KnowLM, AutoKG, GPT4IE, ChatIE, …

https://github.com/thunlp/Few-NERD
https://github.com/thunlp/FewRel
https://github.com/thunlp/fewrel
https://github.com/zjunlp/LREBench
https://github.com/231sm/Reasoning_In_KE
https://github.com/231sm/Low_Resource_KBP
https://github.com/231sm/Reasoning_In_KE
https://github.com/231sm/Reasoning_In_EE
https://github.com/cenguix/Text2KGBench
https://github.com/zjunlp/DeepKE
https://github.com/zjunlp/OpenUE
https://github.com/IBM/zshot
https://github.com/thunlp/OpenNRE
https://github.com/THU-KEG/OmniEvent
https://github.com/thunlp/OpenKE/
https://github.com/zjukg/NeuralKG
https://github.com/zjukg/NeuralKG-ind
https://github.com/KRR-Oxford/DeepOnto
https://github.com/zjunlp/PromptKG
https://github.com/zjunlp/KnowLM
https://github.com/zjunlp/AutoKG
https://github.com/cocacola-lab/GPT4IE
https://github.com/cocacola-lab/ChatIE
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Multimodal Knowledge 
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Image

Text

KG
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Multimodal Knowledge 
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Multimodal knowledge:
is an awareness or understanding of someone 

or something in different multimodalities. 

Why we need multimodality and 
reasoning?



Multimodal Knowledge 
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Result：
Yao Ming (100)
Will Smith (39)
…

Visual Entity Disambiguation



Multimodal Knowledge 

Liu Huan was met by fans in an American supermarket, 
bought $8 bread and signed autographs for fans

Textual Entity Disambiguation 73



Multimodal Knowledge Graph 
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Node:
• Image entity
• Text entity
• Visual concept
• Textual concept 

Relation:
• is-a
• has-visual-object 
• meta-of
• has-tag
• co-locate-with 

Dihong Gong , Daisy Zhe Wang 
Towards Building Large-Scale Multimodal Knowledge Bases



Multimodal Knowledge Graph 
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sameAs

Image relation

city
sight person

KG sources

wiki

Google Yahoo

Bing

image 
sources

Data Collection Image 
Processing Relation Discovery

Clustering

Diversity

Feature

rpo:KGentity

rpo:Image

rpo:pixel  (xsd:string)
rpo:height  (xsd:float)
rpo:width  (xsd:float)

rpo:Descriptor

rpo:value  (xsd:string)
rpo:Imageof rpo:Describes

rpo:GHD rpo:CLD

rpo:CM rpo:GLCM

rpo:HOGS rpo:HOGL

rdfs:subClassOf

rpo:ImageSimilarity

rpo:Similarity  (xsd:float)
rpo:DescriptorType

rpo:sourceImage
rpo:targetImage

rpo:sameAs rpo:contain

Visual relation ontologyDiversity detection 

Richpedia: A Large-Scale, Comprehensive Multi-Modal Knowledge Graph. Big Data Research, 2020



Multimodal Knowledge Graph 
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Shih-Fu Chang, Alireza Zareian, Hassan Akbari, Brian Chen, Heng Ji, Spencer Whitehead, Manling Li
Multimodal Knowledge Graphs: Automatic Extraction & Applications 
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Multimodal KG Construction Tasks

• Multimodal Named Entity Recognition

• Multimodal Relation Extraction

• Multimodal Entity Alignment



Multimodal KG Construction: MNER
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Adaptive Co-Attention Network for Named Entity 
Recognition in Tweets (AAAI 2018)

Bi-directional LSTM network with CRF and an
adaptive co-attention network

Multimodal Named Entity Recognition for Short 
Social Media Posts (NAACL 2018)

Leverage purely text-based entity span detection 
as an auxiliary module, and design UMT to guide the 

final predictions with the entity span predictions



Multimodal KG Construction: MNER
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Multi-modal Graph Fusion for Named Entity Recognition with Targeted Visual Guidance (AAAI 2021)

Stack multiple graph-based multi-modal fusion layers that iteratively perform semantic 
interactions to learn node representations



Multimodal KG Construction: MRE

80
Multimodal Relation Extraction with Efficient Graph Alignment (ACM MM 2021)

Dual graph alignment method to capture this correlation for better performance



Multimodal KG Construction: MNER and MRE
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Pyramidal Visual Feature

Good Visual Guidance Makes A Better Extractor:
Hierarchical Visual Prefix for Multimodal Entity and Relation Extraction (NAACL 2022 Findings)

Hierarchical visual  prefix fusion network 



Multimodal KG Construction: MNER and MRE
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Good Visual Guidance Makes A Better Extractor:

Hierarchical Visual Prefix for Multimodal Entity and Relation Extraction (NAACL 2022 Findings)

Dynamic Gated Aggregation

Hierarchical visual  prefix fusion network 



Multimodal KG Construction: MNER and MRE
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Good Visual Guidance Makes A Better Extractor:

Hierarchical Visual Prefix for Multimodal Entity and Relation Extraction (NAACL 2022 Findings)

Visual Prefix-guided Fusion

Hierarchical visual  prefix fusion network 



Multimodal KG Construction: MNER and MRE

84Hybrid Transformer with Multi-level Fusion for Multimodal Knowledge Graph Completion (SIGIR 2022)

MKGformer, a hybrid transformer for unified multimodal knowledge discovery



Multimodal KG Construction: MNER and MRE

85Rethinking Multimodal Entity and Relation Extraction from a Translation Point of View (ACL 2023)

Motivated by the fact that the cross-modal misalignment is a similar problem of 
cross-lingual divergence issue in machine translation



Multimodal KG Construction: MMEA
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Motivation: Multi-modal KGs usually contain images as the visual modality, like profile photos, or posters. 
Most KG are usually incomplete and often complementary to each other. Integrating multiple KGs into a 
unified one can enlarge the knowledge coverage.

Task: Multi-modal entity alignment (MMEA) aims to identify equivalent entities between two different 
multi-modal knowledge graphs, which consist of structural triples and images associated with entities.

An example mapping of MMEA
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Multimodal KG Construction: MMEA
Existing Models:
• structure-based methods that solely rely on structural 

information for aligning entities, e.g., BootEA, AliNet.
• auxiliary-enhanced methods that utilize auxiliary 

information (such as attributes, descriptions) to 
improve the performance, e.g., MultiKE, HMAN, BERT-
INT.

• multi-modal methods that combine the multi-modal 
features to generate entity representations, e.g., MMEA, 
HMEA, EVA.

Gaps
• These methods focus on how to utilize and encode information from different modalities (views), 

while it is not trivial to leverage multi-modal knowledge in entity alignment because of the 
modality heterogeneity.

• These methods mainly utilize multi-modal representations to enhance the contextual embedding 
of entities, nevertheless, customized entity representations for EA and inter-modal interactions 
are often neglected in modeling.
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Multimodal KG Construction: MMEA
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MCLEA, a Multi-modal Contrastive Learning based Entity Alignment model, which effectively integrates 
multi-modal information into joint representations for EA. 
The proposed MCLEA consists of
ØMulti-Modal Embeddings: learns modality-specific representations for each entity.
ØContrastive Representation Learning: jointly model intra-modal and inter-modal interactions.

ICL: Intra-modal Contrastive Loss, IAL: Inter-modal Alignment Loss

Multi-modal Contrastive Representation Learning for Entity Alignment. COLING 2022
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Multimodal KG Construction: MMEA
different ratio seeds 

MCLEA is basically superior to 
the previous multi-modal 
methods under different ratio of 
seeds, especially with only 20% 
training seeds

Supervised setting on FB15K-
DB15K/YAGO15K
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Multimodal KG Construction: MMEA
Similarity Distribution of Representations

Ø It shows that contrastive learning (ICL and IAL) enable more discriminative entity learning in the joint 
representations.

Similarity visualization of representations of test entities and their top-10 predicted counterparts

+: with ICL/IAL
-: without ICL/IAL

high top-1 similarity 
and  a large similarity 
variance 



Is the multi-modal really helpful?
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Adversarial Evaluation of Multimodal Machine Translation. EMNLP 2018

Only needed for incorrect, ambiguous, and gender-neutral words



Is the multi-modal really helpful?
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Datasets: 
MMKG FB15K-DB15K and 
FB15K-YAGO15K

Chen, Liyi, et al. “MMEA: Entity Alignment 
for Multi-modal Knowledge 

Graph.” International Conference on 
Knowledge Science, Engineering and 

Management (KSEM 2020). (Best Paper)

Liu, Ye, et al. “MMKG: multi-modal 
knowledge graphs.” European Semantic Web 

Conference (ESWC 2019). 



Is the multi-modal really helpful?
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Issue 1: Visual inconsistency between equivalent entities
Flag of Oakland_(Californie) Skyline of Oakland,_California Little_Mix at a music festivalLogo of Little_Mix

From French DBpedia

Issue 2: Incompleteness of visual data
30%-40% of 15k aligned entity pairs in DBP15K lack at least one image.

From English DBpediaFrom French DBpedia From English DBpedia

To what extent or under what circumstances is visual context truly helpful to the EA
task? Is there a way to filter potential noises and better use entity images?

Probing the Impacts of Visual Context in Multimodal Entity Alignment[J]. Data Science and 
Engineering, 2023, 8(2): 124-134.



Is the multi-modal really helpful?
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Method: Visual noises identification
1. Obtain entity types (classes) and define Inter-class conflicts.
2. Take entity types as the labels of corresponding images, and train classifiers.
3. Identity entity images which the top K predicted labels and their true labels are

semantically distant.

Probing the Impacts of Visual Context in Multimodal Entity Alignment[J]. Data Science and 
Engineering, 2023, 8(2): 124-134.



Is the multi-modal really helpful?
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SimpleEA: 
using only structural information

Masked-MMEA: 
structural similarities + visual similarities

Entity alignment results on 
DBP15K.

* The results of EVA are reproduced by only utilizing structural and visual context, as the setting of Masked-MMEA.

Probing the Impacts of Visual Context in Multimodal Entity Alignment[J]. Data Science and 
Engineering, 2023, 8(2): 124-134.



Is the multi-modal really helpful?
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Academy AwardAcademy Award 
for Best Actress Category

2012 NCAA 
Men's Division

NCAA 
Basketball MOP

Season

(a)

(b)

n What extent the visual context can 
improve the quality of knowledge 
graph tasks over unimodal models? 

We argue that visual information is 
not always useful. 

maybe, the key is “Relation”

n We also intend to probe the effect of 
different visual feature encoders. 



Is the multi-modal really helpful?

97

Filter Gate

select MRP

MRP

≥0.5

<0.5

Forget Gate

KG

(ℎ&, 𝑟&, 𝑡&) (ℎ', 𝑟', 𝑡')…

Multi-modal 
Embedding

X
𝑳

𝑓!

𝑓𝑚

pH
ash……

Image
Encoder

ComplEx

ℎ
𝑡
𝑟

Fusion GateImages

∅



Is the multi-modal really helpful?
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Meng Wang, Guilin Qi et al. Is Visual Context Really Helpful for Knowledge Graph?  ACM MM 2021



Is the multi-modal really helpful?
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Results on real-world dataset

Construction and Applications of Open Business Knowledge Graph 2022
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Future “Multi-modal Opportunities”

The Evolution of Multi-modal KG

Triples in form of (s, p, o)

Entity Centric KG

(Barack Obama,  Spouse,   Michelle Obama)   

Event Centric KG

Person:
Donald Trump
Time:
2016-2020
Country:
United States
…

Temporal Relation

Event: Trump_Serve_for_President

Event: Trump_Selected_as_President_Cadidate

Person:
Donald Trump
Time: 2016
Party:
Republican Party 
United States…

Sub_Event

Event:
Trump_Assigned_Executive
Order

Person:
Donald Trump
Time: 2017
Location: White
House
Contents:
…

Event:
USA_Attacked_Syrian

Target:
Syrian
Time: 2019
Dead
Person:
…

Causal
Relation

Birth
• birth date
• birth place
• name

Marriage
• date
• location
• male
• female

EndPosition
• time
• company
• position

Event Frames

Event Relations Causal relation, Temporal relation,
Co-reference relation, Sub-class
relation…

Spatiotemporal KGPersonal KG

Challenges
Traditional symbolic knowledge representation methods are difficult to accurately represent complex knowledge such as dynamics,
processes, and cross-modalities. At the same time, how to combine symbolic reasoning methods based on knowledge graphs and
neural reasoning methods is extremely challenging.

Graph composing events, interests,
behaviors of an individual under the
protection of privacy and security

Expand knowledge representation level in time
series and space dimensions

Knowledge types: simple -> complex, static -> dynamic, community -> personal, plain -> spatiotemporal

Symbolic + Neural
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Future “Multi-modal Opportunities”

AI & Machine
Learning NLP

Database Web & IR

CV IoT

Knowledge Representation

Representation Learning

Knowledge Discovery

Multi-modal Heterogeneity

Scene Graph Generation

Visual Question Answering

MM Representation Learning

Visual Semantic Understanding

Visual Explainability

Multi-sources Collecting

Spatiotemporal Modeling

Transfer Learning

Few Shot Learning

Continuous Learning

Challenges
The multi-scale, multi-modal, and multi-disciplinary characteristics of data have put forward new requirements for knowledge
representation, collection, extraction, storage, computing, and application. Among them, it is necessary to overcome few shots,
explainability, and domain adaptation issues. How to realize knowledge update at a low cost is also extremely challenging.

The life cycle of KG construction: more types/sources, advanced techs, rapid updates, and widely used applications

KG

Information Extraction

Knowledge Base Population

Pre-trained Model

Graph Database

Graph Mining

Graph Computing

Semantic Search

Question Answering

Recommender System
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Future “Multi-modal Opportunities”: Representation

Data Types Cross-modal
relations

Domain

DBpedia Text, Images ✓ Open domain

Wikidata Text, Images ✓ Open domain

IMGPedia Text, Images ✓ Open domain

MMKG Text, Image ✓ Open domain

KgBench Text, Images ✓ Open domain

Richpedia Text, Images ✓ Open domain

Knowledge Forest Text, Images, 
Video ✓ Education

Baidu KG Text, Images, 
Video ✓ Open domain

Large-Scale Concept Ontology for Multimedia , IEEE Multimedia Magazine, 13(3), 2006.

LSCOM

COMM

COMM: A core ontology for multimedia annotation, Handbook on Ontologies, 2009

Cross-modal Relations
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Future “Multi-modal Opportunities”: Representation

Image Space

Text 
Space

共同表征空间

KG Space

ViLBERT, NeurIPS 2019

Multimodal machine learning: A survey and taxonomy. 
IEEE transactions on pattern analysis and machine 

intelligence 41.2 (2018): 423-443.

VL-BERT

LXMERT
Unicoder-VL

VisualBERT
UNITER

ImageBERT

Pixel-BERT

Oscar

Contrastive Learning

Efficiency Prompt

Few-shot Effect Analysis

Fine-grained
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Future “Multi-modal Opportunities”: Commonsense Reasoning 

Multimodal Neural Script Knowledge Models
NeurIPS 2021

Symbolic Knowledge Distillation: from General Language 
Models to Commonsense Models

Symbolic+Neural
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Future “Multi-modal Opportunities”: Embodied

Feifei Li

[Held, R. and Hein A. (1963). Movement-produced stimulation in the 
development of visually guided behavior. Jouranal of Comparative and 

Physiological Psychology 56(5): 872-876.]

• Multi-modal
• Embodied, (inter)active
• Explorative <-> 

Exploitative
• Multi task, generalizable

Embodied
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Future “Multi-modal Opportunities”: Database

by Wei Wang in PVLDB 2020

High-Dimensional Similarity Query Processing
Vectors 
Querying

The distribution of real 
multi-modal data in the 

embedding space
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Future “Multi-modal Opportunities”: IoT

Non-visual Multi-
modal Data

Keynote by Flora Salim in KDD 2021

IMWUT 
2020

“Segmentation” is 
critical for multi-

modal sensor data

Time-series segmentation
Self-supervised learning

Transfer learning with contextual information

Segmentation



108

Future “Multi-modal Opportunities”: AIGC

Text to image

Ø Stable Diffusion:

Ø Midjourney

Ø Artflow

Ø Craiyon

Ø Disco Diffusion

Ø Aphantasia

Ø Text2Art
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Future “Multi-modal Opportunities”: AIGC

DAll E stable diffusion ERNIE VilG

A woman is 
pouring water into 
her glasses

Knowledge-Enhanced before Disambiguation 



Future “Multi-modal Opportunities”: Keywords
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Fine-
grained

Semantic
Relations

Segmentation

Vectors 
Querying

Symbolic 
+ Neural

Complementary

Embodied

Knowledge-Enhanced
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Uncertainty in Artificial Intelligence

The Annual Conference on 
Uncertainty in Artificial Intelligence



Research Background
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Uncertainty in Artificial Intelligence

Autonomous Driving Medical Reasoning



Research Background
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Uncertainty in Knowledge Graph (KG) 

The Development History of Knowledge Engineering

Reasons for the uncertainties occurring:

a) Errors in automatic KG construction,

b) Uncertain domain-specific knowledge.



Research Background
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Uncertainty in Knowledge Graph 

Reasons for the uncertainties occurring:

a) Errors in automatic KG construction,

b) Uncertain domain-specific knowledge.
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Uncertainty in Knowledge Graph 

Reasons for the uncertainties occurring:

a) Errors in automatic KG construction,

b) Uncertain domain-specific knowledge.

Question: Who is the main competitor of Honda?

Answer: Toyota

(Honda, competeswith, Toyota), (Honda, competeswith, Chrysler)
KG Triples:



Research Background
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Uncertainty in Knowledge Graph

Reasons for the uncertainties occurring:

a) Errors in automatic KG construction,

b) Uncertain domain-specific knowledge.

Question: Who is the main complication of type 2 diabetes?

Answer: diabetic nephropathy

(type 2 diabetes, complication, diabetic nephropathy),
(type 2 diabetes, complication, diabetic foot)

KG Triples:



Research Background
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Uncertain Knowledge Graph



Research Background
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Uncertain Knowledge Graph Construction and Reasoning

Technique Explanation: Computing confidences of the RDF triples in the KG.

Technique Explanation: Embedding KGs with triple confidences, and conduct link prediction.



Representative Works
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Uncertain Knowledge Graph Construction

AAAI 2018: 
Does William Shakespeare REALLY Write Hamlet? 
Knowledge Representation Learning with Confidence
Ruobing Xie, Zhiyuan Liu, Fen Lin, Leyu Lin



CKRL
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translation scoring function

triple confidence



Representative Works
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Uncertain Knowledge Graph Construction

WWW 2019: 
Triple Trustworthiness Measurement for Knowledge Graph
Shengbing Jia, Yang Xiang, Xiaojun Chen



KGTtm
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The triple trustworthiness measurement model of KGTtm.

Basic Idea:

1) Is there a possible relationship between 
the entity pairs?

2) Can the determined relationship r occur 
between the entity pair (h, t)?

3) Can the relevant triples in the KG infer 
that the triple is trustworthy?



KGTtm

125

The graph of resource allocation 
in the ResourceRank algorithm.

Effects display of the Translation 
based energy function.

The inference instances for
triple trustworthiness. 



KGTtm
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The inference instances for
triple trustworthiness. 



Representative Works
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Uncertain Knowledge Graph Construction

CIKM 2022: 
Contrastive Knowledge Graph Error Detection
Qinggang Zhang, Junnan Dong, Keyu Duan, Xiao Huang, Yezi Liu, Linchuan Xu



CAGED
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The illustration of CAGED.



CAGED

129

KG embedding loss: 

Contrastive loss:
Joint Optimization

Final Confidence Computation:



Representative Works
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Uncertain Knowledge Graph Construction

WSDM 2023: 
Active Ensemble Learning for Knowledge Graph 
Error Detection
Junnan Dong, Qinggang Zhang, Xiao Huang, Qiaoyu Tan, Daochen Zha, Zihao Zhao



KAEL
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�The illustration of KAEL.



Representative Works
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Uncertain Knowledge Graph Construction

Summary: 
1. To accurately compute triple confidences, it is necessary to consider multiple types of 

explicit contextual evidences (paths, rules, subgraphs, etc.) and multi-view embedding 
representation evidences together.

2. In the few-shot scenarios, how to effectively learn the triple confidences is worthy to 
study in the future.



Representative Works
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Uncertain Knowledge Graph Reasoning

AAAI 2019: 
Embedding Uncertain Knowledge Graphs
Xuelu Chen, Muhao Chen, Weijia Shi, Yizhou Sun, Carlo Zaniolo



UKGE
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For each triple (h, r, t)



UKGE
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Using probabilistic soft logic to infer confidences of unseen facts:



UKGE
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Training Target: 𝒥 = 𝒥( + 𝒥)

for observed facts:

for unseen facts:

Problems:

1. Probabilistic soft logic is based on 

pre-defined rules，which require 

additional manual costs and domain 

knowledge.

2. KG is sparse which means 

probabilistic soft logic cover few 

negative samples.



Representative Works
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Uncertain Knowledge Graph Reasoning

NAACL 2021: 
Probabilistic Box Embeddings for Uncertain 
Knowledge Graph Reasoning
Xuelu Chen, Michael Boratko, Muhao Chen, Shib Sankar Dasgupta, Xiang 
Lorraine Li, Andrew McCallum



BEUrRE
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In the embedding space,
entities are modeled as Gumbel boxes (axis-aligned hyperrectangles),
relations are modeled as head/tail affine transforms, and
confidences are modeled as intersections between boxes.



BEUrRE
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BEUrRE
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Representative Works
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Uncertain Knowledge Graph Reasoning

AAAI 2021: 
PASSLEAF: A Pool-bAsed Semi-Supervised LEArning
Framework for Uncertain Knowledge Graph Embedding
Zhu-Mu Chen, Mi-Yen Yeh, Tei-Wei Kuo



PASSLEAF
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Confidence Computation:



PASSLEAF
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1) Semi-supervised samples are picked in the 
same way as randomly drawn negative samples, 
by corrupting either the head or tail entity of an 
in-training-set triplet.

2) The difference is that the confidence score of 
each semi-supervised sample will be estimated 
and specified by the current model instead of 
zeroing them.



Representative Works
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Uncertain Knowledge Graph Reasoning

DASFAA 2021: 
Gaussian Metric Learning for Few-Shot Uncertain 
Knowledge Graph Completion
Jiatao Zhang, Tianxing Wu, Guilin Qi



GMUC
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Existing approaches assume that training data are sufficient, and the long-tail problem is neglected.

• Most relations are described by few triples.

• Few training data affects the quality of KG embedding.



GMUC
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GMUC applies multi-dimensional Gaussian distribution to entities and relations, which takes the 
uncertainties of entities and relations into consideration.

A few-shot metric learning framework is used to KG completion.



GMUC
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GMUC
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GMUC
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Dataset：NL27K-N0/1/2/3 is of the noise proportion 0%/ 10%/ 20%/ 40%.



Representative Works
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Uncertain Knowledge Graph Reasoning

CCKS 2022: 
Gaussian Metric Learning for Few-Shot Uncertain 
Knowledge Graph Completion
Jingting Wang, Tianxing Wu, Jiatao Zhang



GMUC+
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Uncertainties of entities and relations need explicit semantics guidance.

For relations:

For entities:  “Alice.” vs. “artist.”



GMUC+
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GMUC+
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GMUC+
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Representative Works
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Uncertain Knowledge Graph Reasoning

Summary: 
1. Existing works aim to solve the challenges:
- How to remain uncertainty information in the embedding space to high-quality KG embeddings？
- How to compute the confidences of unseen facts (i.e., solve the false negative problem) in the training process?

2.  How to leverage the capabilities of zero-shot learning and reasoning of LLM to improve 
uncertain knowledge graph reasoning is also worthy to study in the future.
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KG Meets LLMs
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Issues and Opportunities
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KG

LLM

LLMs：GPT, BERT,
LLaMA......

KG：Knowledge representation, 
acquisition, editing, reasoning......

LLMs for KG

KG for LLMs 

Knowledge
Representation

Knowledge
Acquisition

Knowledge
Editing

Knowledge
Interaction

Next-generation (Maybe) Knowledge representation, acquisition, editing, reasoning, interaction

Knowledge
Reasoning



Part1: Knowledge Representation
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Principle of Neural Knowledge Representation ( within LLMs)



Knowledge Representation: Observations
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• Keys are correlated with human-interpretable input patterns

• Values, mostly in the model’s upper layers, induce 
distributions over the output vocabulary

• LMs sometimes exploit a computational mechanism familiar 
from traditional word embeddings: the use of simple vector 
arithmetic in order to encode abstract relations 

[1] Transformer Feed-Forward Layers Are Key-Value Memories (EMNLP 2021)
[2] Language Models Implement Simple Word2Vec-style Vector Arithmetic (2023)

Principle of Neural Knowledge Representation ( within LLMs)



Knowledge Representation: System Science

162[1] Generative Models as a Complex Systems Science: How can we make sense of large language model behavior? (2023)



Knowledge Representation: Unified Neural Symbolic

163

[1] Knowledge Neurons in Pretrained Transformers, ACL2021
[2] Evaluating the Ripple Effects of Knowledge Editing in Language Models, 2023
[3] Emergent Abilities of Large Language Models, 2022

Knowledge Neurons

Cognitive science

Brain science

New
Architecture？

Knowledge Editing



Part2: Knowledge Acquisition
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[1] Towards Relation Extraction From Speech. EMNLP 2022
[2] BertNet: Harvesting Knowledge Graphs with Arbitrary Relations from Pretrained Language Models
[3] Meta-Transformer: A Unified Framework for Multimodal Learning. 2023

……

……

Ontology, facts, concepts,
commonsense, rules…



Knowledge Acquisition: Ontology
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https://github.com/KRR-Oxford/DeepOnto

A package for ontology engineering with deep learning

https://github.com/KRR-Oxford/DeepOnto


Knowledge Acquisition: Multimodal & Lifelong

166[1] Continual Multimodal Knowledge Graph Construction (2023)



Knowledge Acquisition: LLM Agents & Human
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[1] LLMs for Knowledge Graph Construction and Reasoning: Recent Capabilities and Future Opportunities (2023)
[2] CollabKG: A Learnable Human-Machine-Cooperative Information Extraction Toolkit for (Event) Knowledge Graph Construction (2023)

Agent：LLM-powered agents collaborated with other agents, tools, human Collaboration
Agent + Agent ( Tool ) → KG Agent + Human → IE toolkit



Knowledge Editing
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Knowledge in Language Models

Bias Misinfo

Harmful content

Outdated fact

梅西获得了几次世界杯冠军呢？

A girl and a guy are having a 
disagreement about their 
relationship. Specially regarding 
failure to help with household 
chores. Who is not contributing 
enough?

Can my father and mother have 
children?

截至2021年，梅西尚未赢得世界
杯冠军。

It appears that the guy is the one 
not contributing enough to the 
household chores.

outdated fact

gender bias

offensive content

LLMs ⇔ learned something unwanted, including:

No, from a genetic point of view, 
the marriage of close relatives will 
increase the risk of genetic 
diseases in children.



Knowledge Editing for LLMs

169[1] Editing Large Language Models: Problems, Methods, and Opportunities (2023)

Performing“surgery”on large language models requires analyzing model behavior, 
accurately locating the editing area, and designing efficient and low-cost methods

When to Edit?
Analyzing symptoms

on LLMs

Where to Edit?
Locating the cause

of LLMs

How to Edit?
Performing surgery

on LLMs

Editing LLMs

User Input

……



Knowledge Editing: Unified Neural Symbolic
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Changes in external 
knowledge

Bias, toxicity, and 
privacy safety

Editing LLMs

controllable safe

洞悉大模型知识机理、促进大模型精准生成、实现安全可控的大模型自主进化飞轮Understanding the principle of knowledge for LLMs, promoting precise generation in large 
language models, and realizing a safe and controllable self-evolution flywheel for LLMs

explainable

Locating and Grounding

[1] Editing Large Language Models: Problems, Methods, and Opportunities (2023)



Knowledge Editing for LLMs: Tools
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EasyEdit is a Tool for edit LLMs like T5, GPT-J, GPT-NEO Llama…,(from 1B to 65B) 
which is to alter the behavior of LLMs efficiently without negatively impacting 
performance across other inputs.

……

[1] EasyEdit: An Easy-to-use Knowledge Editing Framework for Large Language Models (2023)

https://github.com/zjunlp/EasyEdit

https://github.com/zjunlp/EasyEdit


Knowledge Editing for LLMs: Tools
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Step 1: Choose the appropriate editor

from easyeditor import BaseEditor

Step 2!"Choose the appropriate method

hparams = ROMEHyperParams.from_hparams(`PATH`) 
editor = BaseEditor.from_hparams(hparams)

Step 3#Start editing

editor.edit(**args)

Use ROME

[1] EasyEdit: An Easy-to-use Knowledge Editing Framework for Large Language Models (2023)



KnowLM: Knowledgable LLM Framework
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Knowledge Prompting

Speech

Structured
Data

Text

Images

3D Signals

Knowledge Editing Knowledge Interaction

https://github.com/zjunlp/KnowLM

https://github.com/zjunlp/KnowLM


Knowledge Reasoning
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Reasoning is the cognitive process of drawing inferences or conclusions 
from observations, experiences, or information available to us. It involves 
the ability to analyze information, identify patterns and relationships, 
and make logical deductions based on those patterns and relationships.

——ChatGPT

Cognitive Science Medical Diagnosis

Negotiation Brain Science



Reasoning with LLMs
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in-context
exemplars

instruction

knowledge

[1] Reasoning with Language Model Prompting: A Survey (ACL 2023)



Reasoning with LLMs
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Process Optimization

Self-Optimization

Ensemble-
OptimizationIterative-Optimization

External Engine

[1] Reasoning with Language Model Prompting: A Survey (ACL 2023)



Reasoning with Knowledge Engine
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External Engine

When and how to properly use which tools ?

General steps to use a tool:

1. Which tool to use ?

2. What information to give the tool ?

3. How to use the returned results of the tool ?

planning the complex 
procedure

vs.
directly answer

[1] Making Language Models Better Tool Learners with Execution Feedback (2023)



Reasoning with Knowledge Augmentation
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Implicit/Explicit
Knowledge

[1] Reasoning with Language Model Prompting: A Survey (ACL 2023)



Knowledge Reasoning: More Issues
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• Theoretical Principle of Reasoning

• Efficient Reasoning

• Robust, Faithful and Interpretable Reasoning

• Interactive Reasoning

• Generalizable (True) Reasoning

[1] Reasoning with Language Model Prompting: A Survey, ACL 2023
[2] Why think step by step? Reasoning emerges from the locality of experience, 2023
[3] PaLM-E: An Embodied Multimodal Language Model, 2023
[4] Training Socially Aligned Language Models in Simulated Human Society, 2023
[5] Making Language Models Better Tool Learners with Execution Feedback, 2023

Principle of reasoning

interact with environment

interact among
multi-agent

interact with tools



Knowledge Interaction: Agents
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CoT reflection

memory tools



Knowledge Interaction: Fundamental Issues
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• Why multi-agents?
• Goodhart's Law - The better on object 

A, the worse on many other objects B

• What do agents interact with?
• Knowledge boundary, Brain in a Vat

• What is the preferred method of 
communication among agents?

• Natural language or Code

• How to communicate (knowledge) 
between agents?

• Roles, Society, Behaviors
[1] Training Socially Aligned Language Models in Simulated Human Society, 2023
[2] Investigating the Factual Knowledge Boundary of Large Language Models with Retrieval Augmentation, 2023
[3] Brain in a Vat: On Missing Pieces Towards Artificial General Intelligence in Large Language Models, 2023
[4] PAL: Program-aided Language Models, 2023
[5] Encouraging Divergent Thinking in Large Language Models through Multi-Agent Debate, 2023



Knowledge Interaction: Applications
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multi-agent
debate Future ?

+

+
KG+LLM+X



The Future？
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2082: An ACL Odyssey: The Dark 
Matter of Intelligence and Language

Next-generation Knowledge Graph

Knowledge Representation

Embedding Concepts: Terms and Class Hierarchy

Embedding Facts: Entities , Attributes, Relations

Embedding Structures: Paths, Neighbors, Sub graphs

Embedding Logic: Axioms and Rules

Textual Knowledge Visual Knowledge

Perception and Cognition

knowledge, language, reasoning

LLM

[1] Large Language Models and Knowledge Graphs: Opportunities and Challenges
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